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A MULTI-OBJECTIVE OPTIMIZATION DESIGN  
FOR A 4R SERVICE ROBOT 

 
Cristina Castejón * Giuseppe Carbone ** Juan-Carlos García-Prada * Marco Ceccarelli ** 

 
* MAQLAB group. Department of Mechanical Engineering, Carlos III University of Madrid, Spain 

** LARM: Laboratory of Robotics and Mechatronics, DiMSAT, University of Cassino, Italy 
 

ABSTRACT 
 

The aim of this contribution is to propose a suitable design procedure for service robots. In 
particular, main characteristics and peculiarities of service robots are investigated in order to 
propose design criteria in the form of computationally efficient objective functions. Then, 
these objective functions are implemented in a multi-objective optimisation algorithm in order 
to obtain optimal design solutions for service robots. The proposed procedure has been applied 
to a service robot composed of two-2R robotic arm modules called SIDEMAR (Spanish 
acronym of Mechatronics Design of an Integrated System for Service Robots) that has been 
designed and built at Carlos III University of Madrid as a module for service robots [1]. The 
4R robotic arm will be applied to perform tasks of attendance people with certain degree of 
handicap referred to its mobility, so that they were able to approach objects in home or offices. 
The results of this case of study are used for demonstrating both the soundness and 
engineering feasibility of the proposed multi-objective optimal design procedure. 
 

Keywords: Robotics, Robot Design, multi-objective optimization. 

 
 

1  INTRODUCTION 

In the last two decades service robots has attracted 
significant interest of researchers in the mechatronics field. 
The wide range of possible applications of service robots 
covers elderly or handicapped care, education, assistance in 
hospitals, but also several other repetitive, boring, or 
dangerous tasks that could be carried out by robots within 
the humans environment, [1-4]. 
The specific field of service robots application makes not 
advisable to use a conventional approach for their design. 
In fact, one of the main skills of a service robot is to 
interact with human beings and to operate with them. 
Therefore, human-robot interaction and safety become most 
significant aspects in the design process while there is 
usually no need of high payload or high speed 
performances. 
 

Contact authors: Cristina Castejon1, Giuseppe Carbone2 
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  E-mail: castejon@ing.uc3m.es 
2 Via Di Biasio 43, 03043 Cassino (Fr), Italy 
  E-mail: carbone@unicas.it 

 
 
In literature we can find approximations to optimal 
environment [5],  or  to  prevent  serious  injuries  to  
human in the human beings and also to the robot integrity, 
[6], for example with an inertia minimization in order to 
suddenly stop a robot [8]. An optimisation of the stiffness 
can be also very useful in order to have a good accuracy 
with a lightweight design as proposed, for example, in 
[7,8]. Power consumption and path planning strategies 
should be taken into account for improving the autonomy 
and flexibility as proposed for example in [9]. 
All the above-mentioned design aspects should be taken 
into account in the design process. Nevertheless, optimizing 
a robot with respect to a design criterion usually produces a 
design that is not optimal with respect to other design 
criteria. A possible solution for overcoming this limit, 
proposed in this paper, is the implementation of a multi-
objective design approach that can take into account several 
design criteria at the same time as proposed, for example, in 
[10]. Then, the proposed procedure has been applied to a 
specific case of study in order to show feasibility and 
effectiveness of the proposed design approach. 
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2  THE PROBLEM AND ITS FORMULATION 

The problem for achieving optimal results from the 
formulated multi-objective optimization problem consists 
mainly in two aspects, namely to choose a proper numerical 
solving technique and to formulate the optimality criteria 
with computational efficiency.  
There is a wide range of possible solving techniques. At 
LARM in Cassino, since the beginning of 90’s a research 
line has been dedicated to the development of analysis 
formulation of manipulator performances that could be 
used in proper optimization problems by taking advantage 
of the peculiarity of the solving techniques in commercial 
softwares [7].  
Once the numerical technique is chosen or is advised for 
solving the proposed multi-objective optimization problem, 
the main efforts can be addressed to the formulation of 
common algorithms for numerical evaluation of optimality 
criteria and design constraints. 

3  OPTIMALITY CRITERIA FOR SERVICE ROBOTS 

The choice and mathematical formulation of optimality 
criteria usually require a deep understanding of the specific 
application tasks of a robot. In this work, we are interested 
in service robots requiring manipulative skills, since they 
require a more careful mechanical design to be effective. It 
is also worth noting that this type of robots is supposed to 
help/substitute human beings in manipulative operations. 
Therefore, it is advisable to use human behavior as 
benchmark for the following optimality criteria. Detailed 
information about the objective function selection criteria 
and their normalized dimensionless can be found in [11]. 

3.1  REACHES AND WORKSPACE  

The maximum reach of a robot Rrobot could be computed is 
 

2 2 2
robot max max maxR x y z= + +  (1)
 

where xmax, ymax, zmax, indicate coordinates of the maximum 
reach point. A reasonable and computationally efficient 
expression of reach and workspace performance of a 
service robot is defined as 
 

( )1 robot humanf (X) 1 R / R= −  (2)
 
in which Rhuman stands for the maximum reach of the human 
arm and | | stands for absolute value.  
In this optimality criterion, the upper and lower bound of 
link lengths must be given as manufacturing constraints 
that can be expressed as 
 

i i maxL L 0− <  (3)
i min iL L 0− <  (4)

 
where iL  is the link length and i min i maxL , L are the 
maximum and minimum design lengths. 

3.2  LIGHTWEIGHT DESIGN 

The robot must have a lightweight structure since it is 
going to interact with human beings. A reasonable and 
computationally efficient expression of the lightweight 
design criterion can be given by  
 

2 T df (X) 1 M M= −  (5)
 
where MT is the overall mass of a robot and Md is the 
desired overall mass of the same robot, where 
 

link act compn n n
T i j ki 1 j 1 k 1

M M M M
= = =

= + +∑ ∑ ∑  (6)
 
The mass of the links can be easily related with their 
volumes and density. Thus, the minimization process given 
by Eq.(5) will try to reduce link lengths and cross section 
sizes. Nevertheless, a constraint should be added in the 
form  
 

i i minA A 0− <  (7)
 
where Ai is the cross section area of i-th link and Aimin is the 
minimum acceptable cross section area for i-th link. This 
value depends on manufacturing constraints. 

3.3  ACCURACY AND STIFFNESS 

The previous optimal criteria tries to reduce the weight of 
motors and links. Nevertheless, if links are very thin and 
lightweight they cannot be considered rigid as in the case of 
industrial robots and their accuracy will be strongly 
affected by compliant displacements. In order to optimize 
the stiffness behavior Eq.(8) is presented. 
 

( )i max d

max max max

f (X) 1 S S

(i 3, 4,5 for x , y , z )

= − ∆ ∆

= ∆ ∆ ∆
 (8)

 
where ∆Smax and ∆Sd are the maximum and design 
compliant displacements along X, Y, and Z-axes, 
respectively. The stiffness properties can be defined 
through a matrix called ‘Cartesian stiffness matrix K’. This 
matrix gives the relation between the compliant 
displacements vector ∆Smax[∆X, ∆Y, ∆Z]T occurring at the 
system when a static wrench W=[Fx,Fy,Fz]T acts upon it, 
and W itself in the form 
 
∆S=K-1 ∆W (9)
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It is worth noting that Eq.(9) can be obtained if and only if  
 
det K 0≠  (10)
 
Therefore, Eq.(10) should be assumed as additional 
constraint equation in order to avoid singularities on the 
stiffness matrix K.  

3.4  PATH PLANNING 

Path planning regarded as the way to obtain the constrained 
trajectory given only the initial and final points [12]. Path 
planning optimization will be carried out by considering the 
optimal traveling time, which takes the robot, to perform a 
trajectory defined by two points in Cartesian coordinates. 
Therefore, one can write 
 

( )6 path straightf ( ) 1 t t= −X  (11)
 
where tpath is the time that takes the robot to accomplish the 
trajectory and tstraight is the time that would take if the robot 
could plan the trajectory as a straight line. To obtain this 
objective function, the position of the motors will be 
considered that evolve in time as a polynomial as  
 

n 2 j
i jj 0

q (t) a t−

=
= ∑  (12)

 
where n is the number of conditions; aj are constants, which 
are calculated based on initial and goal conditions. 
An additional constraint equations can be added to Eq.(11) 
in order to guarantee that trajectory belongs to the 
workspace: 
 

i0 q 2π≤ ≤  (13)
 
On the other hand, limiting restriction in the movement 
actuators must be fulfilled as related to velocity, 
acceleration and jerk that can be expressed as 
 

i i max i i max i i maxq q qω α γ≤ ≤ ≤& && &&&  (14)
 
with prescribed maximum values of joint velocities ωmax, 
accelerations αmax, and jerks γmax,, respectively.  

3.5  INERTIA AND SAFETY 

Risks derived from a possible collision between robots and 
humans should be reduced at the design stage yet. The 
reduction of collision effects has been widely exploited, in 
particular, in crash test which results are used for assessing 
car safety by means of several criteria, [14]. In order to 
obtain an equation useful for the optimization process, the 
basic case of a single rigid joint moving at uniform velocity 

v before impact is used, in this paper, to calculate the Head 
Injury Criterion (HIC) [13], 
 

( ) ( ) ( )3 4 7 43 2 5 2
cov oper T T operHIC 2 2 K M M M M vπ= +  (15)

 
where MT is the total effective mass, Moper is the impacted 
operator mass and Kcov is the lumped stiffness of a 
compliant cover on the arm. So, an objective function 
related to the safety issue ca be defined as, 
 

( )7 sdf (X) 1 HIC / HIC= −  (16)
 
where HIC is computed with Eq.(15) by replacing the 
velocity v with the end-effector standard velocity value that 
is computed based on the rotational motor velocities; the 
HICsd can be chosen as a design value of the head injury 
criterion. Experimental tests demonstrate that, for a 
maximum velocity in the end-effector of 2m/s the HIC 
value must be less than 100. So, the following constraint 
function has been implemented 
 
HIC 100<  (17)
 

4  A CASE OF STUDY 

The system used to test the optimization formulation is a 
two-2R robotic arm modules called SIDEMAR (see Fig. 1). 
The robot presents four rotational and orthogonal joints as 
shown in Fig.2. 
 

 
 

Figure 1  2D SIDEMAR module 
 
As a first approximation, bar lengths Li and equivalent 
areas Ai (i=1, ..., 4) are chosen as parameters to optimize.  
Based on the above-mentioned assumption the objective 
functions fi can be expressed for SIDEMAR by substituting 
in previous equations. 
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Figure 2  4R service robot 

 
The stiffness matrix for this system is calculated through 
the lumped parameter model in Fig.3 to give the complete 
stiffness matrix through equation (18) 
 

T
MM JKJK θ=  (18)

 
where 
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and 
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(20)

 
The ki lumped stiffness parameters can be computed as 
EiAi/Li; kTi lumped stiffness parameters can be computed as 
the superposition of compliance of i-th motor that is given 
by 1

imotor k −  and bending compliance of beams about Zi-axes 

that is given by 1
i beamk − as proposed by [12]. Thus, one can 

write 
 

1
imotor 

1
i beam

-1
Ti kkk −− +=  (21)

Therefore, the objective functions f3, f4, and f5, in Eq.(8) 
can be computed through calculus of the maximum 
compliant displacement within a workspace when a wrench 
is applied on point H whose x, y, z components are equal to 
10N. 
Concerning with path planning optimisation, the conditions 
in Eqs. (12) to (14) are calculated for each joint.  
 

 
 

Figure 3  A stiffness model for 4R system in Fig.1 
 
Moreover, the objective function f6 in Eq.(11) has been 
computed by assuming tstraight as equal to 1,3.10-2 sec. 
HIC parameter for safety characteristics of SIDEMAR 
system can be computed as referring to the Eq.(15). 
Parameters have been considered as standard values [11] 
and Kcov is calculated for the last link considering Fig.(2). 
Eq.(19) presents the calculus. 
 

( )1 robot humanf (X) 1 R / R= −  (22)
cov x y zK max(K , K ,K )=  (22)

 
where Kx, Ky and Kz are the diagonal elements of the last 
link lumped beam stiffness matrix without considering the 
actuator lumped parameter.  
 
Results of the proposed design procedure as applied to 4R 
SIDEMAR system are reported in Figs. 4, 5, 6 and Table I 
and II. In particular, the evolution of the objective 
functions, when the design parameters are modified in 
order to achieve the optimal values, is reported in Fig. 4, 
the numerical procedure takes less than 100 iterations to 
converge to the optimum values, which are reported in 
Table I. Besides, evolution of design parameters and 
constraints are shown in Figs. 5 and 6. Design 
characteristics for the optimum solution are reported in 
Table II. 
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Numerical results show the optimal minimization of the 
objective functions (Fig. 4), by reducing the geometry of 
the third link, reducing the areas and incrementing the 
length of the first link, which increases the workspace. 
 
 

Table I - Design parameters for 4R-SIDEMAR robot 

 L1 

(mm) 
L2 

(mm) 
L3 

(mm) 
L4 

(mm)
A1 

(cm2) 
A2 

(cm2) 
A3 

(cm2) 
A4 

(cm2)
Initial 
Guess 221 202 221 202 50.27 12.57 50.27 12.57 
Optim 
Value 500 100 220 227 0.71 0.24 0.14 8.42 
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Figure 4  Evolution of the optimization functions  
versus number of iterations for the 4R-SIDEMAR  

system optimal design 
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Figure 5  Evolution of design constraints versus number of 
iterations for the example of 4R-SIDEMAR optimal design 
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Figure 6  Evolution of design parameters versus number of 
iterations for the example of 4R-SIDEMAR optimal design 

 
 

Table II - Design characteristics of optimum solution 

 RRobot 
(mm) 

MT 

(Kg) 
∆XMax

(mm) 

∆YMax

(mm) 
∆ZMax

(mm) 
tpath 

(sec) HIC 

Initial 
Guess 599.1 11.97 0.189 0.398 0.190 0.91 7246 
Optim. 
Value 739.2 5.48 0.093 0.368 0.094 0.40 12.67 

 

5  CONCLUSIONS 

In this manuscript, main optimal design criteria for service 
robots have been addressed. Then, these design criteria 
have been expressed in a mathematical form as objective 
functions to be minimized in a multi-objective optimisation 
algorithm. The proposed procedure has been applied to a 
4R SIDEMAR two-module. Numerical results of the 
optimisation process show the soundness of the proposed 
design procedure. 
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OPTIMIZATION OF RELATIVE ORBIT TRANSFER  
WITH LOW THRUST PROPULSION 

 
Mauro Massari 

 
Department of Aerospace Engineering, Politecnico di Milano 

 
ABSTRACT 

 

In this paper the problem of optimizing a low thrust trajectory for transfer between relative 
orbits is addressed. The problem can be stated as the solution of an optimal control problem in 
which an objective function related to controls is minimized satisfying a series of constraints 
on the trajectory which are both differential and algebraic. The problem has been faced 
transcribing the differential constraints with a parallel multiple shooting method into a NLP 
problem which has been solved with an interior point method. The method has been applied to 
the design of relative orbit transfer which can be considered as the first step in designing 
reconfiguration manoeuvres for spacecrafts flying in formation. 

Keywords: Optimization, Transfer, Relative Orbit, Low Thrust  

 
 

1  INTRODUCTION 

In the field of space trajectory design the optimization of 
the resources is vital. In an environment where the 
refuelling is not possible and it is necessary to reduce the 
overall weight of the satellites, the amount of propellant 
needed can highly influence the operative life of the 
satellites. For this reason low thrust propulsion is becoming 
quite popular as it is characterized by high value of specific 
impulse, which allows to reduce the amount of propellant 
needed for a mission.  
The relative dynamics used for the description of formation 
flying and rendezvous or docking is governed by 
differential gravitational attractions which are low with 
respect to full gravitational acceleration in case of limited 
relative states. In this case low thrust propulsion is an 
effective way of controlling the spacecraft motion in a 
relative reference frame.  
Expressing the dynamics of satellites on orbits in a relative 
reference frame, it is possible to identify the peculiar 
conditions which allow a bounded periodic motion in the 
relative reference frame.  
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This kind of motion will be referred as relative orbit, as the 
relative motion of a spacecraft with respect to a reference 
point which is orbiting on a circular orbit is represented by 
an ellipse. The concept of relative orbits can be used to 
design formation flying missions which require that the 
slave members remain in a limited region around the 
master.  
In this work the solution of the optimal control problem for 
the design of optimal low thrust relative orbit transfer will 
be shown. The use of continuous thrust propulsion will lead 
to the necessity to find the optimal continuous control law 
which should be applied to obtain the optimal trajectory. 
This problem can be stated as the solution of an optimal 
control problem in which an objective function which is 
usually related to controls is minimized, satisfying a series 
of constraints on the trajectory which are both differential 
and algebraic.  
The numerical solution of the optimal control problem 
which is at the base of the trajectory optimization is usually 
based on the idea of discretizing the continuous problem 
using a transcription technique into a discrete problem 
which can be faced with the algorithms developed for 
parameter optimization which are usually based on the 
Newton method [1]. Using this approach, the differential 
constraints representing the dynamics are translated in non 
linear constraints on discrete variables, while continuous 
terms of the objective function are usually computed 
exploiting numerical quadrature methods. Following this 
paradigm, the problem is conceptually divided in two parts: 
a transcription of the differential optimal control problem in 
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a parameters optimization problem and the solution of the 
associated discrete problem. 
For what concerns the transcription of the optimal control 
problem in a Non Linear Programming (NLP) problem, a 
direct transcription method based on parallel multiple 
shooting technique has been developed. It allows to exploit 
the advantages of parallel computing reducing at the same 
time the dimension of the resulting parameters optimization 
problem. 
The parameters optimization deriving from the transcription 
of the optimal control problem with the multiple shooting 
technique is characterized both by nonlinear constraints and 
nonlinear objective function, leading to a NLP problem. 
The solution of this NLP problem is usually based on 
Sequential Quadratic Programming (SQP) methods 
associated with active set approach for active inequalities 
identification [2]. In space application this approach has 
been successfully applied by Betts and Huffman [2] and by 
Fahroo and Ross [3]. 
In the case of problems with a high number of inequality 
constraints, this approach can be highly inefficient, so the 
method developed for the solution of this problem is based 
on an interior point approach, which allows to consider 
inequality constraints directly in the objective function, 
reducing the overhead due to active constraints 
identification [4]. The method developed considers the 
optimization of a series of equality constrained 
subproblems in which the objective function is adjoined 
with a weighted barrier term that allow to implicitly satisfy 
the inequality constraints. Progressively reducing the 
weight in the barrier term, the method leads the solution 
toward the minimum of the original problem.  
The algorithm developed has been applied to the problem 
of relative orbit transfer with low thrust propulsion in the 
case of a general Earth orbit. In particular, transfers which 
allow to initialize relative orbit and to change relative orbit 
dimension maintaining the geometry have been considered, 
in case of  both circular and eccentric reference orbit. In the 
following section an overview of the relative dynamics 
models used in the optimization are reported, together with 
the derivation of the conditions that allow relative orbit 
motion. Afterwards the transcription method developed will 
be presented, followed by the description of the approach 
used for the solution of the NLP problem. Finally the 
results of a series of test cases considered will be shown. 

2 RELATIVE ORBITS 

One of the feature desired for spacecrafts flying in 
formation is that they orbit remaining in the neighbourhood 
of the other satellites or, in other words, it is desirable that 
all the members of the formation remain in the vicinity of 
the origin of the relative reference frame. From orbit theory 
it is clear that in case of circular orbit this cannot be 
achieved if the satellites orbit at different altitude, as they 
will have different orbital periods which make them drift 
apart [5]. The desired feature can be clearly achieved using 

propulsion to counteract the drifting effect of the difference 
in velocity but this will not be a clever choice. Looking 
deeply at the reason which cause that drift it is clear that the 
satellites which drift apart are characterized by different 
energy level with respect to the reference orbit, so imposing 
that the energy associated with their motion is equal to that 
associated with the reference orbit it is possible to obtain a 
limited bounded relative motion. In particular in the case of 
ideal two body problem the condition that must be imposed 
is that the semi-major axis are equal: 
 

0aas =  (1)
 

This is the basic condition which must be satisfied in order 
to obtain a bounded limited motion which does not require 
any control. This condition is expressed in an absolute 
reference system and does not allow to clearly identify the 
relative motion. In order to do that it is necessary to face 
the problem from a different point of view, describing the 
dynamics in a relative reference frame. 

2.1  RELATIVE DYNAMICS 
In order to study and describe the dynamics which governs 
the relative motion of a chaser satellite with respect to a 
target one it is possible to write the well known differential 
equations, which govern the motion of satellites on orbit, 
for each satellite and compute the relative distance between 
them considering the solution of those equations [6]. 
This could be a good choice for the computation of relative 
distance between satellites which are part of a constellation, 
because the relative distance is of the same magnitude of 
orbit semi major axis. On the other hand, in the case of 
docking manoeuvres or formation flying, where relative 
distance could not be compared with orbit semi major axis, 
it is better to use dynamical equations written in a relative 
reference frame. The origin of the relative reference frame 
can be chosen to be coincident with the target or with a 
member of the formation, but usually it is considered as a 
special orbiting point mass.  
The development of such relative dynamics models have 
been carried out for the analysis and design of control 
systems, which could control relative distance in 
rendezvous and docking manoeuvres or which could 
maintain a fixed distance between satellites composing in-
track formations. For this reason almost all the models 
developed are based on linearized equations which can be 
used for the controller design. Those linear models lead to a 
reduced accuracy in conditions far away from the cases 
considered for the linearization. However those equations 
represent a suitable instrument for the conceptual study of 
the relative orbital motion, as they have analytical solutions 
which allow to exploit general features of the relative 
dynamics.  

2.1.1 Clohessy-Wiltshire Equations 
The first model of relative dynamics was developed for the 
simulation of rendezvous and docking operation of the 
Apollo spacecraft and has retained the name of the 
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researchers which have developed it, the famous Clohessy-
Wiltshire relative model [7]. 
 
This model is valid for circular unperturbed reference orbit 
and for relative motion which have small relative states in 
comparison with the orbit radius, as the equations are 
derived by a linearization. 
The equations are written with respect to a rotating orbital 
reference frame which has the origin coincident with the 
position of a point mass orbiting on a circular orbit and 
subject only to the ideal gravity field of a point mass. The 
three axes of the reference frame are aligned with the 
radial, tangential and binormal directions as seen in figure 
1. 
The unit vectors that represent the reference frame zyx iii ˆ,ˆ,ˆ  

can be expressed as: 
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where r0 is the vector representing the position of the origin 
of the reference frame and h is the orbital angular 
momentum vector. 
Considering a spacecraft orbiting near the reference point, 
its position can be expressed in the absolute reference 
frame as the sum of relative position vector plus reference 
frame origin position vector: 
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(3)

 

Equating the satellite acceleration expressed in the relative 
reference frame with the gravity acceleration it is possible 
to find the general relative equations of motion which are 
valid for each unperturbed reference orbit in the case of 
ideal two body problem: 
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In those equations the only assumption is that both the 
origin of the relative reference frame and the satellite move 
under the effect of the gravity field of a point mass, in an 
ideal Kepler motion.  
However, imposing that the relative coordinates are small 
with respect to the relative reference frame origin position, 
and that the reference orbit is circular, it is possible to 
obtain the well known Clohessy-Wiltshire equations: 
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(5)

 
where hinˆ  is the constant angular velocity of the relative 
reference orbit. 
Those equations represent a valuable instrument for the 
conceptual study of the relative orbital dynamics, as they 
have analytical solutions: 

Figure 1  Relative reference frame 
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(6)

It can be seen that the motion on the out of plane axis z is 
independent from the other two coordinates and represents 
a typical harmonic oscillation while the other two represent 
a coupled harmonic motion. The motion along the tangent 
direction presents a secular term which will grow 
indefinitely with time, causing the satellite to drift from the 
origin of the reference frame. However, considering that 
the coefficient of the secular term depends only on initial 
conditions, it is possible to derive constraints on initial 
conditions which grant a bounded relative motion, simply 
imposing: 
 

02 00 =+ nxy&  
(7)

 
which constitutes a constraint in the definition of the initial 
relative velocity along the tangential direction.  
With the secular term forced to zero, the solutions describe 
a bounded relative motion which is an ellipse not centred in 
the origin of the reference frame. This relative orbit 
presents a displacement along the y axis due to the 
remaining term in the tangential equation of (6). 
Imposing also this remaining term to be null: 
 

02 00 =− nyx&  
(8)

 

we have a constraint on the velocity along the radial 
direction. The combination of the two constraints allows to 
obtain bounded relative orbits centred around the origin of 
the relative reference frame. 
Considering that the ellipse corresponding to the closed 
relative orbit has an amplitude along y axis which is double 
than that along the x axis, but is not dependent on the 
amplitude on the z axis, it is possible to obtain relative 
orbits which produce ground elliptic projections of 
different eccentricity simply imposing appropriate values of 
those amplitudes. 
In figure 2 a circular projection on ground (plane hii ˆˆ −θ ) is 
reported. 
 

2.1.2 Elliptic reference orbits 

The Clohessy-Wiltshire equations are based on three 
assumptions: the use of ideal two body problem dynamics 
for reference orbit description, circular reference orbit and 
small relative distance from the origin of the relative 
reference system compared with the reference orbit radius.  
In this section a development which will allow to remove 
the assumption of circularity of the reference orbit will be 
presented [8]. As the assumption of two body dynamics 
remains, it is possible to maintain the equations (4), impose 
the conditions on small relative motion with respect to orbit 
semi major axis and transform the time derivative in 
derivative with respect to the true anomaly with the 
following relations: 
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Figure 2  Ground projection of relative orbit in Clohessy-Wiltshire model  
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It is then possible to write a set of linear time varying 
(LTV) equations which represent the relative motion for a 
generic eccentric reference orbit: 
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Also these equations have solutions which are expressed in 
terms of eccentric anomaly: 
 

( ) ( )( ) ( )

( ) ( ) ( )( )
( ) ( )( )

( ) ( )( ) ( )( )θθ

θ

θ

θ

θθθ

θ

θθθθ

θθθθ

cos1cos1

2cos11

2
213cos1

3cos1
2

21

65

4

2
3

2
2

cossin

2

2cossin

cos2sin

e
d

e
d

e
d

e
ed

e
ed

z

eHdd

Hededdy

dHededx

++

+

+

+

+=

+++

+++




 +=






 +−+=

 

(11)

 
where d1, d2, d3, d4, d5 and d6 are integration constants 
which can be related to initial conditions and: 
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where E is the eccentric anomaly. 
 
Those solutions describe a relative motion in terms of 
eccentric anomaly instead of time, and looking at the 

equation it is not clear how to impose conditions that allow 
bounded periodic motion. In literature this condition has 
been obtained imposing continuity condition after a period, 
producing relative orbits which are limited to small relative 
distances. 
 
Considering that the motion on axis z is purely harmonic 
and is decoupled from the other two coordinates, it is 
possible to limit the imposition of continuity constraints to 
the x and y coordinates: 
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These produce a relation which binds y'(0) to x(0) and 
grants that the motion is bounded. The relative orbit 
obtained is not symmetric with respect to the radial 
direction, and in order to impose the symmetry it is 
necessary to impose a second condition which will 
constraint x'(0) to be null. 
Imposing those conditions it is possible to obtain relative 
orbits which have a symmetric projection on ground, like 
those shown in figure 3. Relative orbits shown have been 
obtained imposing z' (0) to be null and different values of 
z(0). 
 

2.2  PROPULSION MODEL 
In the model of the dynamics described above it has been 
assumed that the mass of the spacecraft is constant. This 
assumption is not a problem when studying the simple 
dynamics, as the mass variation does not influence 
gravitational forces acting on the satellite, so it does not 
influence the dynamic condition of the spacecraft, assuring 
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Figure 3  Relative Orbits in linearized model considering eccentricity 
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that the periodicity condition, once established, could not 
be altered by the decrease of mass due to manoeuvring. 
On the other hand it is a rough approximation to consider 
constant mass in the case of propelled manoeuvres design. 
In that case it is necessary to model the mass flow involved 
in propulsion, which produces a decrease of the overall 
mass of the spacecraft when manoeuvring. 
In the case of impulsive manoeuvres which can be 
modelled as instantaneous discontinuity in velocity, the 
mass flow can be easily introduced as instantaneous 
decrease in mass considering engine performances, with the 
well known rocket equation: 
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where m0 is the mass before the manoeuvres, Isp is the 
specific impulse of the engine and g0 is the Earth gravity 
constant at sea level. 
In the case of low thrust propulsion it is not possible to 
approximate the manoeuvres as impulsive, but they must be 
considered as continuous application of control actions. In 
that case it is not possible to use the rocket equation any 
more, but it is necessary to model the mass flow and adjoin 
the differential equation to the model of the dynamics. In 
this way, mass can be considered as a new state which is 
coupled to the other equations trough the control actions. 
The relation describing the mass flow can be expressed as: 
 

0gI
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sp
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where u is the control vector expressed in terms of thrust. 

3  OPTIMIZATION 

Relative orbit transfer with low thrust propulsion can be 
approached as a trajectory optimization in which the 
satellite has to move from a relative orbit to the desired 
final position on the target orbit. From the point of view of 
a single satellite this can be regarded as an optimal control 
problem that can be stated as: 
 

Find the control law which minimizes a certain objective 
function being subject both to differential and algebraic 

constraints. 
 
In space applications, the control law is usually related to 
thrust level in low thrust propulsion or to engine firings if 
chemical propulsion is used, while the objective function is 
usually related to the propellant mass or to a quadratic 
measure of the control action but also manoeuvring time 
can be used as optimization target. The algebraic 

constraints are related to position and velocity to guarantee 
the insertion on a particular orbit while differential 
constraints are the equations which govern the phenomenon 
and which relate control actions to trajectory variations. 
 
This problem has been faced and successfully solved for 
different space applications such as interplanetary transfer 
with low thrust or launcher trajectory definition [9] [2]. 
An optimal control problem is seldom solved analytically 
because the differential equations in states and costates are 
usually hard to solve for real life problems. The numerical 
solution of the problem can be performed with different 
techniques, which can be divided in two main categories, 
indirect methods and direct methods [10]. The distinction is 
on the way the problem is faced, as indirect methods solve 
numerically the Euler-Lagrange Equations derived by the 
imposition of optimality condition, while direct methods try 
to minimize the objective function at each step without 
using those equations. At the base of both classes of 
methods there is the application of a Newton method for 
the solution of a system of non linear equations as both 
translate the optimal control problem solution into a 
parameters optimization, which is usually characterized by 
non linear objective function and nonlinear constraints, and 
is commonly addressed as a Non Linear Programming 
(NLP) problem. 
 
Indirect methods have been largely used for the solution of 
optimal control problems when computing performances 
were not available at low cost, because the number of 
parameters of the resulting parameters optimization remain 
low. Today the trend is to use direct methods that generally 
require more computational power but can be more easily 
formulated to solve different kind of problems. 
 
The idea behind direct methods is to transcribe the 
differential constraints into a set of algebraic constraints on 
a series of parameters which derive from the discretization 
of the states and controls in time. This can be done with 
two classes of methods, shooting methods and collocation 
methods. In this work a direct transcription based on a 
shooting method has been implemented, while the solution 
of the resulting NLP problem is performed with an interior 
point method described below.  
 

3.1  TRANSCRIPTION 
Relative orbits have limited extension so the control actions 
needed for the transfer between two different orbits are 
usually very low. As it has been said in the introduction this 
kind of transfer are the base manoeuvres which can be used 
to implement formation flying reconfiguration manoeuvres, 
so, even if the control actions are low, they will be required 
more often then on a single satellite. This aspect enforces 
the use of low thrust and high impulse propulsion like solar 
electrical propulsion, imposing to the transcription 
algorithm to take into account general control laws which 
are functions of time. 
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Among direct transcription methods, collocation methods 
produce a NLP parameters optimization problem which is 
generally composed by a great number of parameters and 
constraints. Usually this is not a problem as the sparsity of 
the produced matrixes allows an efficient solution of the 
problem using sparse solvers. However, in the case of 
formation flight, the number of parameters will be too high, 
and the existence of relative distance constraints used to 
avoid collisions reduce the sparsity of the matrixes, 
reducing the benefits that a sparse solver will introduce. 
Shooting methods, on the other hand, produce a dense 
problem, but with decisively less parameters, and this will 
allow to increase the performance of the solution of the 
resulting NLP parameters optimization problem. If from 
one side shooting methods seem to be more suitable in 
terms of computing resources, from the other it has to be 
said that the process of constraints evaluation will be much 
more costly in shooting methods than in collocation 
methods. This is due to the fact that shooting methods 
require the numerical solution of initial value problems for 
the computation of the constraints. 
 
The problem of computing resources can be easily solved 
considering the possibility to use parallel computation 
techniques which allow to take advantage of multi-
processor workstations or cluster of computers which are 
rapidly becoming attractive in terms of costs and resources. 
In order to exploit those computing systems it is necessary 
to detect a possible parallel structure of the algorithm which 
will allow the execution of different parts of it 
concurrently. In the case of collocation and pseudo spectral 
methods, the most resource consuming part is the solution 
of the NLP problem. It is not easy to find a parallel 
structure in the solution of that problem, as the Newton 
method is inherently sequential. In the case of shooting 
methods, and in particular multiple shooting methods, the 
parallelism of the transcription is quite clear, as each 
numerical integration can be carried out in parallel. In this 
way the part which will be more resource consuming can 
take advantage of parallel architecture and an increase in 
performance can be easily achieved [11]. 
 
 

For these reasons a parallel multiple shooting method has 
been designed to transcribe the optimal control problem 
resulting from the trajectory optimization of relative orbit 
transfer. 

3.1.1  Multiple Shooting 
Multiple shooting methods are based on the idea of splitting 
the time domain in small intervals, and considers the states 
at the initial time of those intervals as the parameters of the 
transcription adjoined by a set of control parameters which 
are defined along each time interval. In order to grant the 
satisfaction of differential constraints over the entire time 
domain, it is necessary to impose continuity constraints 
between time intervals. 
 
The time domain is subdivided in N phases, which are on 
their turn subdivided in M elements, producing the 
following list of time nodes: 
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where tm

n represent the mth time node of the nth phase. 
Figure 4 shows this subdivision. 
 
The continuity constraints are expressed only between 
elements and can be represented as: 
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where the index i represent the different states, the indexes 
f and 0 indicate the final and initial nodes of an element, 
while the index m represent the element number. 
 
The constraints Ci between phases can be imposed as 
continuity constraints adjoined to eventual algebraic 
constraints derived by the original control problem, or, if 
no particular constraint is defined, can be left unconstrained 
in order to allow the introduction of discontinuities in some 
states, useful for the introduction of impulsive manoeuvres 
or for the simulation of eventual mass separations. 
 

 

Figure 4  Multiple Shooting Method 



ISSN 1590-8844 
International Journal of Mechanics and Control, Vol. 08, No. 02, 2007 

 

 16

The original optimal control problem, which can be stated 
as: 
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subject to the differential constraints: 
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and to the algebraic constraints: 
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is transcribed using the multiple shooting method in the 
following NLP parameters optimization problem: 
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m

k

p

i

j
kiiiiff

Rs
tuxLwtxJ

n
0 0 0

,,,min ϕ  (21)

 
subject to the continuity constraints: 
 

[ ] [ ]nituxd mmmi L00,, ==  (22)
 
and to the boundary constraints: 
 

[ ] [ ]mitxc nni L00, =≥  (23)
 
where the objective function is computed summing the 
numerical quadrature terms on each element in each phase.  
 
Usually, in multiple shooting application, the control law is 
imposed as a predefined function of a small number of 
parameters such as: 
 

( ) tpptu 21 +=  (24)
 
In this work it has been decided to approximate the control 
function with Lagrange polynomials. In this way the 
control law is introduced in the optimization though a series 
of parameters which control the polynomials and allows the 
definition of a general function. The order of the 
polynomials is not fixed and can be used to increase the 
degree of freedom of the optimization problem increasing 
the convergence ability. The control is approximated on 
each element through the following parameters: 
 

[ ]m
p

mm
m uuuU ,,, 21 K=  (25)

 
 

which control the Lagrange polynomial: 
 

( ) ( )∑
=

=
m

j
jm tPtU

1

 (26)

 
where: 
 

( ) ∏
≠
= −

−
=

m

jk
k kj

k
jj xx

xxutP
1

 (27)

 
The solution of the initial value problem along each 
element is carried out with a numerical integration rule. In 
literature different rules have been proposed, both simple 
and fast rules like Euler methods and complicate variable 
step integration rules. In this work it has been decided to 
avoid the use of variable step integration rules as they could 
bring to numerical problems in the parameters optimization 
solution. Variable step methods are usually more accurate 
than fixed step methods and are able to automatically adapt 
the grid to achieve the desired accuracy, but introduce 
inconsistency in the way in which the constraints are 
computed. This is due to the fact that computing the 
Jacobian of the constraints with finite differences, the initial 
conditions are slightly modified to obtain gradient 
information, and the variable step integration rule modifies 
the grid to obtain the same accuracy in the integration, 
producing increments which are no more representative of 
the gradient. This effect is usually addressed as 
inconsistency in constraints definition and can be easily 
solved using fixed step integration rules. 
The integration rules adopted in this work is the classical 
Runge-Kutta method of the fourth order, which assures a 
good compromise between accuracy and performance, 
allowing to reduce the number of integration steps inside 
the elements.  
 

3.2  NLP OPTIMIZATION 
Once that the optimal control problem is transcribed, it is 
necessary to choose a suitable method for the solution of 
the NLP optimization resulting from the particular 
transcription adopted. The choice of a shooting method for 
the transcription reduces the overall number of parameters 
with respect to collocation methods, allowing the 
transcription in a smaller NLP problem. However, the 
introduction of path constraints typical of formation flying 
will produce many algebraic inequality constraints which 
will be imposed on the elements of the transcription. To 
handle inequality constraints two different approaches have 
been developed, active set methods and interior point 
methods. Active set methods try to identify at each iteration 
the set of inequality constraints active at the solution, while 
interior point methods try to adjoin the inequality 
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constraints to the objective function avoiding the need of 
active constraints identifications. 
The use of an active set method for the identification of the 
active constraints will suffer performance decrease due to 
the high number of constraints, so it seems that the best 
choice for the solution of this kind of problem is the use of 
interior point methods, which allows to solve the problem 
related to the identification of active constraints.  
 

3.2.1  Interior Point Method 
Interior point methods are based on the idea that the general 
inequality constrained optimization problem which is stated 
by: 
 

( )xF
Rx∈

min  (28)
 
subject to: 
 

( ) 0, ≥uxc  (29)
 
and that leads to the following optimality conditions, that 
must be satisfied at the solution: 
 

( )
( ) ( )

( ) )(0
)(0

)(

)(0

aritycomplementxc
smultipliertheofitynonnegativ

tystationarixJxg

yfeasibilitxc
T

=
≥

=

≥

λ
λ

λ  (30)

 
can be solved as a series of unconstrained sub problems in 
which the objective function is augmented by an 
appropriate term depending on the constraints. The states x 
are addressed as primal variables, while the costates λ are 
the dual variables, as this is the usual naming in linear 
programming community, where interior point methods 
have been extensively used. 
The more common modification of the objective function is 
the well known logarithmic barrier function: 
 

( ) ( ) ( )∑
=

−=
m

i
i xcxFxB

1

lnµ  (31)

 
which allows to solve a series of unconstrained problems 
which stay well inside the feasible region, as the 
logarithmic term grows to infinity approaching the 
constraints. 
 
The series of unconstrained problems is generated reducing 
the barrier parameter µ which reduces the influence of 
logarithmic barrier term, allowing to the unconstrained 
problems to reach the real solution of the constrained 
problem following what is called an interior path. 

In literature there are essentially two categories of interior 
point methods which are based on the same idea of solving 
a sequence of problems which depend on a barrier 
parameter, but with a different approach: primal-dual 
methods and barrier methods. 
Primal-dual methods are based on the idea of considering 
primal variables (states) and dual variables (multipliers) as 
independent and solve the problem composed by the 
stationarity conditions and by the complementarity 
conditions [12]. The barrier approach is then introduced 
solving a series of problems where the barrier parameter is 
used to perturb the complementarity conditions. 
 
Barrier methods are based on the original idea of modifying 
the objective function with the barrier term associated with 
inequalities and to solve a series of equality constrained 
problem with a decreasing barrier parameter. This kind of 
methods allows the use of classical SQP methods for the 
solution of intermediate problems, and are particularly 
indicated when the number of inequalities is very high 
compared to equality constraints, or when the computation 
of inequalities is difficult and time consuming, as there is 
no need of computing the Jacobian of inequalities. 
The problem arising from the transcription of optimal 
control problem for formation flying has those peculiar 
features, so it has been decided to implement, even for the 
relative orbit control, a barrier method for the solution of 
the NLP parameters optimization problem. 
 
The method implemented for the solution of the NLP 
parameters optimization problem is a barrier method which 
exploits the particular structure of the optimal control 
problem transcribed using the multiple shooting 
transcription method. It produces an NLP problem which 
has a limited number of parameters and a comparable 
number of equality constraints related to differential 
equations satisfaction, while, in the case of formation 
flying, it can be characterized by an high number of 
inequality constraints deriving from the relative distance 
constraints. So it has been decided to solve the equality 
constrained problem with a classical SQP solver adjoining 
the inequalities in the objective function with a barrier term 
and to apply an interior point method procedure on a series 
of those SQP problems. 
One of the drawbacks of interior point method based on 
logarithmic barrier functions is that the initial guess must 
be inside the feasible region, otherwise the method will not 
be able to converge to the solution, even if the initial guess 
is in the region which could assure a convergence of the 
unmodified objective function.  
 
One of the most difficult task in trajectory optimization is 
the definition of a good initial guess, and often the object of 
this kind of optimization is to find a trajectory which 
satisfies all the constraints. From this point of view it is 
desirable that the method allows the imposition of initial 
guess which does not satisfy all the constraints. In order to 
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assure the possibility to the barrier method implemented to 
accept an unfeasible starting guess it has been decided to 
modify the barrier function. This modification consists in 
the definition of two different barrier functions which are 
applied to constraints on the basis of their level of 
satisfaction. 
 
In order to allow unfeasible initial guess solutions it has 
been decided to consider the following barrier function, 
which is defined on all the domain and which is monotonic 
towards the constraints satisfaction, and that goes to zero in 
the feasible area: 
 

( )
( ) ( )( ) ( )

( ) ( )( ) ( )











>−−

≤−−

=

∑

∑

=

=

0tanh1

01

1

1

xcxcxF

xcxcxF

xB

i

m

i
i

i

m

i
i

µ

µ

 (32)

 
In figure 5 both the logarithmic barrier and the modified  
barrier function are shown. It is possible to see that the 
modified function is continuous at the linking point, which 
is a necessary requirement to avoid bad Jacobian 
computation in correspondence of constraint satisfaction. 
Once that all the constraints are satisfied and the solution is 
inside the feasible region the barrier term is switched to the 
classic logarithmic barrier. 
 
The NLP problem resulting from the transcription will be 
generally characterized by a small number of parameters 
and matrixes which are densely populated, reducing the 
benefits of using sparse solver. For this reason the equality 
constrained problems which have to be solved are solved 
with an SQP solver which does not exploit eventual 
sparsity of the Jacobian of the constraints, but use dense 
linear algebra to solve the linear system at the base of the 
SQP iteration. 

To solve the SQP sub problem it has been decided to use 
the solver available from the Harwell Subroutine Library 
which implements a variable metric method for the Hessian 
successive approximation, and a line search method for the 
globalization of the algorithm using a watchdog method 
developed by Chamberlain et al. [13], which relaxed the 
request that the iteration produce a decrease of the merit 
function only one time in a fixed number of iterations. This 
solver requires to compute the gradient of the objective 
function and the Jacobian of the constraints, which have 
been computed using finite differences. 
 
The efficiency of the interior point method is largely 
dependent on the decrementing policy of the barrier term, 
as the idea of interior point is based on the fact that the new 
iteration modifies the objective function reducing the 
weight of the constraints, but the solution of the previous 
problem must be sufficiently near to the solution of the new 
problem to be used as a guess for it. If the reduction of the 
barrier parameter is too fast, the new problem take an initial 
guess which is too far from the solution, increasing the 
amount of iterations that the SQP sub problem needs to 
reach the solution. On the other end, if the reduction is too 
slow, and the requested tolerance on the solution of 
intermediate problems is too stringent, the number of sub 
problems can increase too much reducing the efficiency of 
the method. 
 
In the algorithm developed, it has been decided to reduce 
linearly the barrier term, a good compromise between the 
necessity of obtaining a good initial guess and the need of 
reducing the number of intermediate SQP sub problems. 
 

125.01 <<=+ bb kk µµ  (33)
 
The constant b can be chosen depending on the particular 
problem faced. The choice influences the balance between 
the number of SQP sub problems and the number of 
iterations needed by each of them. 

        

Figure 5  Barrier functions 

Eq. (31) Eq. (32) 
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4  RESULTS 

The proposed trajectory optimization method has been 
applied to the problem of relative orbit transfers. These are 
the first step in the design of reconfiguration manoeuvres 
for spacecrafts flying in formation. For this reason the 
transfers reported here have been chosen in order to test 
possible operative condition that could be faced by 
formations of satellites which make use of relative orbit for 
their deployment. In the test cases considered in the 
following, the linearized relative dynamics presented above 
has been used considering both circular and eccentric 
reference orbit. In each case the model neglects the effect 
of gravitational perturbation due to J2 coefficient and of 
atmospheric and solar pressure drags.  
 
Continuous low thrust propulsion has been considered. It is 
therefore necessary to adjoin the relative dynamics model 
with the mass flow model described in section 2.2 and to 
adjoin the mass state to dynamic states. For this reason it 
has been decided to consider an initial mass of 100 kg for 
the typical spacecraft and an engine with a specific impulse 
of 4000 s, which is typical of ion engine propulsion. The 
thrust level has been considered to be less than 2 mN which 
again is typical for ion engine propulsion. 
 
The first transfer analyzed is that of a single satellite from 
one orbit to another one considering both a circular and an 
eccentric reference orbit. In particular the reference orbits 
considered for all the cases analyzed in this section are 
characterized by the orbital elements summarized in Table 
I. 

 
Table I - Reference Orbits Elements 

Elements Unit Circular Eccentric 
a  Km 7378 26570 
e - 0 0.7 
I  Rad 0 1.01 
ω Rad 0 0 
Ω Rad 0 0 

 
The problem can be easily stated as the minimization of an 
objective function related to fuel usage for the manoeuvre. 
The mass flow is linked to the control actions, so it has 
been decided to minimize a quadratic function of the 
control actions: 
 

( ) ( ) ( )∫ ++=
ft

t
zyx dttututuJ

0

222  (34)

 
where ux, uy and uz are the components of the control action 
projected on the axis of the relative reference system. 
 
The problem is then completed with a series of boundary 
constraints which allow to impose that the states of the  
 

 
spacecraft at the beginning of the manoeuvre are on the 
starting relative orbit, and at the end are on the final relative 
orbit: 
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As the mass flow equation is adjoined to the dynamic 
system it is necessary to constrain also the value of the 
mass variable at the beginning of the manoeuvre: 
 

mm =0  (36)
 
Finally, a set of path constraints derive from the engine 
performances, as it is necessary to constrain the modulus of 
the control actions to the value of the admissible thrust: 
 

( ) [ ]fMAXi tttUtU ,0∈∀<  (37)
 
where: 
 

( ) ( ) ( ) ( )222 tutututU zyxi ++=  (38)

 
The first kind of manoeuvre analysed consists in a transfer 
between two relative orbits which are characterized by the 
same relative amplitude, but have different relative 
inclination in the relative reference frame. The optimization 
has been carried on considering one orbital period of the 
reference orbit as time domain, bringing to the trajectory 
shown in figure 6 for the case of circular reference orbit 
together with the mass history and the control action. 
 
Following the same procedure, the relative orbit transfer in 
the case of eccentric reference orbit has been studied. Even 
in this case the manoeuvre consists in a transfer between 
two relative orbits characterized by the same relative 
amplitude and different inclination with respect to the 
relative reference frame. Moreover the initial point of the 
manoeuvre has been constrained to be at the time in which  
the reference point is at the pericenter of the reference 
orbit, allowing the design of a trajectory which exploits 
some symmetry.  
 
Figure 7 shows that trajectory together with the mass 
history and control action. 
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A particular case of relative orbit transfer is the trajectory 
that a spacecraft follows to initialize a bounded relative 
periodic orbit, starting from an initial fixed position in the 
relative frame which can be considered as a degenerated 
orbit. Following the same procedure used for transfer 
between two relative periodic orbits, and constraining the 
initial state to be fixed, it has been possible to design the 
trajectory that allows to initialize a relative orbit in the case 
of both circular and eccentric reference orbit. Figure 8 
shows the trajectories obtained in those cases. 
 
The second kind of relative orbit transfer taken into 
consideration have been chosen to represent the 
reconfiguration manoeuvre that a formation must be able to 
exploit to change its size. Relative orbit transfer to change 
orbit dimension in the case of circular and eccentric 
reference orbit have been considered.  
 

The case of circular reference orbit consists in augmenting 
the radius of the ground projection of the relative orbit. The 
initial and final states of the satellite have been imposed to 
grant an increase of the radius of the ground projection by 
ten times. The optimization has been performed 
considering as time domain of the manoeuvre a single 
period of the reference orbit.  
 
The case of eccentric reference orbit is slightly different, as 
it is not possible to define a radius of the ground projection. 
In order to define the final orbit an increase of the 
extension of the relative orbit in the tangential direction has 
been considered. 
 
Figure 9 shows the trajectories obtained for the increase of 
relative orbit dimension, both in the case of circular and 
eccentric reference orbit 
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Figure 6  Circular reference Relative Orbit transfer 
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Figure 7  Eccentric reference Relative Orbit transfer  
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All transfers considered above are based on the assumption 
that the time domain is equal to only one period of the 
reference orbit. This assumption has been done because 
relative orbits have the same period of the reference orbit, 
and the generation of guess solution can be smarter 
considering the same period for the manoeuvres. 
 
However, if the trajectory can be computed over a longer 
period of time, even if the fuel consumption will remain 
almost the same, the required level of thrust could be 
considerably lower. For this reason it has been decided to 
consider manoeuvres that span more then one orbit period, 
resulting in what has been called a multi-revolution 
transfer. 
 
The only case considered for this kind of transfer consists 
in the change of relative orbit dimension in case of circular  
 

reference orbit over four orbital periods, and has been 
optimized imposing thrust level constraints along the entire 
manoeuvre. 
 
Figure 10 shows the trajectory obtained in the case of an 
increase of relative orbit ground projection identical to that 
shown in figure 9, together with the control action. 

CONCLUSIONS 

The parallel multiple shooting transcription adopted has 
lead to small NLP problems, which are characterized by 
hundreds of variables. It allows to reduce the computational 
burden and, at the same time, to exploit the inherent 
parallel structure of the multiple shooting approach, leading 
to the possibility to use parallel computing to reduce the 
time needed to solve the problem. 
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Figure 8  Relative Orbits Initialization 
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Figure 9  Relative Orbit dimension increase 
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The interior point method that has been developed for the 
solution of the NLP problem allows a great improvement 
over classical active set SQP methods as the constraints are 
included directly in the objective function, allowing the 
efficient treatment of problems characterized by high 
number of inequality constraints. The classical problem of 
unfeasible initial guess, which affects interior point 
methods, has been solved with a particular strategy on the 
barrier term, which allows to impose an unfeasible initial 
guess. 
Concluding, it can be said that the developed method 
allows to face a general problem of low-thrust relative orbit 
transfer and is well suited for problems with an high 
number of inequalities deriving from path constraints. This 
can be regarded as the first step in designing 
reconfiguration manoeuvres for formation of satellites. For 
this reason the particular orbit transfer shown in the results 
have been chosen to represent possible formation flying 
manoeuvres. 
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Figure 10 Multi-revolution relative orbit transfer 
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ABSTRACT 
 

Accelerated Pavement Testing (APT) facilities are nowadays considered fundamental for the 
thorough understanding of the performance of pavements. The amount of information that can be 
derived from APT investigations can serve as the basis for a more performance-related pavement 
design but also for the development of new pavement types and innovative materials. In the design 
and use of such facilities, special care should be placed in the modelling of the loading systems 
which are employed to produce accelerated damage. Such an analysis is important both in the 
preliminary design phase, in which technological solutions are found in order to simulate the 
effects of heavy vehicles on the pavement, and in the various phases of investigation, when the 
recorded damage has to be clearly related with effective loading conditions. In this respect, 
modelling can be a valuable support to the evaluation of the data which can be acquired by means 
of a proper instrumentation of the facility. In order to address such issues, the Authors have 
developed a design procedure which together with typical stationary calculations includes the 
adoption of Multi-Body (MB) and Finite Elements (FE) models of the testing system. As proven 
by the first implementation exercises of the design procedure, the use of MB and FE models 
allows the evaluation of the dynamics of the system in a wide variety of testing conditions. Thus, 
stresses and strains in the structure of the APT facility can be estimated and the dynamic forces 
and torques which arise during testing at the tire-pavement interface can be predicted. Given the 
width of the design problem, this paper gives only a general overview of the structure of the 
proposed procedure, with its application to a specific case which has been studied in depth. 
Refinements are still under way and will hopefully yield a set of modelling methods which in the 
future will be available for the design of new APT facilities and for the assessment of the 
performance of existing systems. 

Keywords: Accelerated Pavement Testing, tire-pavement interaction 

 

1  INTRODUCTION 

The design and construction of long-lasting pavements is 
one of the goals which highway engineers have 
continuously tried to reach for centuries. Such an effort has 
required experimental and theoretical research which in 
time has increased its level of complexity: while initial 
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studies were essentially based on the observation of 
pavement sections subjected to traffic and on the index 
characterization of the materials used in construction, 
current investigations are based on a more detailed 
description of material behaviour and on the modelling of 
pavement performance under controlled or monitored 
loading conditions. In such a context, Accelerated 
Pavement Testing (APT) facilities have proven to be 
extremely powerful research tools, since they can simulate 
long-term effects of traffic loading in a relatively short time 
period, with the corresponding evaluation of the 
progressive changes in pavement response and distress.  
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Quite obviously, the accelerated character of this kind of 
testing is a key element for the development of projects 
focused on the design and modelling of perpetual 
pavements, conceived in such a way to extend service life 
well beyond the levels associated to standard pavement 
structures. 
APT programs are nowadays active worldwide and address 
almost all relevant aspects of pavement engineering. 
Valuable sources of information with respect to past 
achievements and future perspectives are provided by TRB 
Committee AFD40 (formerly A2B09) and by the European 
COST-Transport action COST 347. 
When compared with the original prototypes developed at 
the beginning of the 20th century [1,2], current APT 
devices are quite complex, with a wide array of operative 
options and technological refinements which are 
implemented in order to maximize the simulation of the 
effects caused by actual heavy vehicles and/or aircraft 
landing gears. Moreover, whether of the linear of circular 
type, all APT systems are designed in such a way to make 
their use economically feasible, with a convenient 
limitation of energy consumption and testing time. In many 
cases research institutions have developed their own testing 
prototypes, conceived to suit specific needs; however, in 
other cases they have preferred to adopt systems already 
used in other countries which to some extent could be 
considered as standard devices with a rich set of test data 
available for comparative purposes. 
In the Politecnico di Torino, the whole issue of vehicle-
road interaction has been recently approached by 
combining the efforts and resources of the Pavement 
Engineering and Vehicle Dynamics research groups. 
Topics of interest which have been treated both 
experimentally and theoretically range from the evaluation 
of the effects caused by pavement roughness to the 
dynamic design of geometrical road elements. More 
recently, the joint research group has also started working 
on the design of APT facilities which is in fact a theme at 
the boundary between pavement and vehicle engineering: 
as illustrated in this paper, this has been done by 
developing a design procedure which together with typical 
stationary calculations includes the adoption of Multi-Body 
(MB) and Finite Elements (FE) models of the testing 
system. 
As proven by the first implementation exercises of the 
design procedure, the use of MB and FE models allows the 
evaluation of the dynamics of the system in a wide variety 
of testing conditions. Thus, stresses and strains in the 
structure of the APT facility can be estimated and the 
dynamic forces and torques which arise during testing at 
the tire-pavement interface can be predicted. This second 
aspect of analysis is especially important when considering 
side and longitudinal forces, the importance of which is 
generally overlooked in the design of APT facilities even 
though it has been clearly recognized that they may greatly 
affect both the interaction between the components of the 
test system and the development of structural and 

functional distresses in the pavement. As shown in the 
design example illustrated in this paper, such a limitation 
can be overcome by means of an adequate modelling of the 
APT system: in fact, its results provide the basis for the 
definition of the location and type of on-board sensors used 
to measure shear forces applied to the pavement and of 
methods to be employed for their active control. 
The development and use of the proposed design procedure 
requires a deep knowledge of tire and vehicle dynamics and 
should be supplemented by direct testing in order to make 
realistic assumptions of the many structure and materials 
parameters utilized in modelling. Given the width of the 
design problem, this paper gives only a general overview of 
the structure of the proposed procedure, with its application 
to a specific case which has been studied in depth. 
Refinements are still under way and will hopefully yield a 
set of modelling methods which in the future will be 
available for the design of new APT facilities and for the 
assessment of the performance of existing systems. 

2  DESIGN PROCEDURE 

Figure 1 gives a schematic illustration of the design 
procedure which is being developed by the Pavement 
Engineering and Vehicle Dynamics research groups. 
The first step in design consists in performing the basic 
static calculations which are necessary to establish the main 
dimensions of the structure. The basic parameters of the 
APT device (circular or linear layout, engine power, 
number of wheels of the trolleys, static load acting on the 
wheels, etc.) have to be chosen at this step. As better 
explained in the following paragraphs, the adoption of an 
MB model in this first step of design would be too 
expensive in terms of time, due to the large number of 
uncertain parameters which should be evaluated and 
modified. In fact, an MB model considers the inertia of all 
the main components, which are connected by elements 
characterized by their own stiffness and damping 
coefficients. 
 

 
Figure 1  Flux diagram of the design procedure. 
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After the definition of a first approximation layout, it is 
possible to implement the MB model of the APT facility. 
First of all, in semi-stationary conditions, it is necessary to 
make a comparison between the results of the static 
calculations and the output of the model, in order to assess 
its validity. Then it is possible to carry out an analysis of 
the behaviour of the system in dynamic conditions, for 
example when the pavement surface is not perfectly flat, to 
investigate the forces and the torques acting at the tire-
pavement interface and between the different components 
of the testing facility. The MB model can also be useful to 
optimize the structural design of the APT system and, as 
mentioned previously, to decide how to locate the sensors 
on its moving parts in order to measure or estimate the 
dynamic tire-pavement forces. 
Finally, for an in-depth design of the structure of the APT 
facility, it is necessary to set up an FE model of the 
machine and to make it run in co simulation with the MB 
model. This type of modelling is quite complex and should 
be performed on the final layout of the facility; the 
corresponding results can be used to better understand the 
performance of the APT system and to provide a 
continuous feedback to measurements carried out during 
testing. 
This paper presents the results obtained in the design steps 
of Figure 1 which correspond to the static calculations and 
to the implementation and use of the MB model. The 
calculation examples refer to the specific case of a 
rotational APT system which has been thoroughly 
examined to test the applicability of the procedure and 
which could be actually built by employing the indicated 
technological components. 

3  PRELIMINARY ASSUMPTIONS 

The first choice for the designer of an APT facility consists 
in defining the configuration of the system, which can be 
either of the rotational or linear type. Both configurations 
have several advantages and disadvantages, so the choice 
should be made based on a balanced evaluation of a 
number of factors which may have different weights 
depending upon the intended use of the facility. 
The linear configuration has the advantage of occupying a 
small area; furthermore, it is usually transportable and can 
be located in different sites depending upon specific needs. 
However, it has the limitation of permitting only small 
values of longitudinal speed of the loading trolleys. The 
inertial force necessary to obtain a speed of 40-50 km/h 
with an acceptable (not too large) spatial length of the test 
facility is too high both in terms of power required by the 
system of propulsion and of strains exerted on the structure. 
The rotational configuration permits a very slow 
acceleration of the testing equipment (only during 
transients, necessary to make the machine start and stop) 
without significant dynamic forces or torques on the  
 

 
structure and on the system of propulsion. The power 
system of the testing facility can be designed as a function 
of the static load acting on the trolleys of the testing 
equipment.  
Taking into account the observations illustrated above, the 
design procedure was applied to the case of a rotational 
APT facility, with a loading system composed of four 
trolleys connected by means of rigid horizontal arms to a 
rotating central shaft (Figure 2). In order to avoid the 
superposition of dynamic loading effects on the pavement, 
it was hypothesized that the trolleys should have a single 
axle configuration (Figure 3) with the possibility of using 
super single tires. Such a choice also allows a more simple 
modelling of pavement damage, which according to 
traditional approaches is always referred to single axles. 
 

 
 

Figure 2  Sketch of the APT facility  
considered in the study. 

 
For a system of the type indicated in Figure 2, the 
connection between the arms and the trailers should be 
made by employing ball recirculation bearings, 
characterized by a low friction. Their function is to prevent 
the rotation of each trolley around the axis of the wheels 
and to transmit the horizontal force necessary to make the 
system rotate along a circular trajectory. 
In the preliminary phase of design some hypotheses had 
also to be made on the type of loading trolleys. Therefore, it 
was assumed that commercial suspensions, such as the one 
shown in Figure 3, should be utilized: this allows the 
dynamics of the loads to be very similar to the typical 
behaviour of a heavy truck. The system represented in 
Figure 3 is a trailing arms suspension, with an integrated 
steering system based on a hydraulic power circuit. It can 
be equipped with a system of hydraulic springs, which can 
be used for the dynamic variation of the load acting on the 
pavement. 
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Figure 3  Sketch of the suspension system of the trolley. 

 
With respect to the maximum static load acting on each 
trolley, in the calculations reference was made to a value of 
120 kN, which can be obtained by means of a system of 
steel blocks piled on the each individual chassis (Figure 4). 
It is important to highlight the fact that by adopting the 
abovementioned solution for the trolley-arm connection, 
the vertical load, even in dynamic conditions, is entirely 
sustained by the tires and not by the bearings which 
connect the structure of the APT facility to the trolleys.  
For the configuration schematically shown in Figure 4, 
centrifugal forces, which are generated by the motion of the 
trolleys, are absorbed by the lever arms  (through the 
bearings) and not by the tires of the moving trolley. Only 
the sideslip angles due to the steering  angle of the wheels 
give origin to a force which is transmitted to the structure 
of the trolley (suspension and chassis).  
It has to be underlined that a commercial trailer for a truck 
can sustain a maximum level of lateral acceleration equal to 
0.5 g. A typical configuration (for example, with a diameter 
of 20 m) of a circular APT facility can easily give origin to 
a level of lateral acceleration greater than 1.5 g, which 
corresponds to the force absorbed by the arms of the 
machine (and not by the suspensions). As a consequence, in 
designing the facility it is possible to refer to a level of 
lateral acceleration of the trolleys which exceeds the 
maximum value which it could have on the road. However, 
care should be taken in checking that the imposed steering 
angle does not give origin to a force which exceeds the 
structural resistance of the trolley. 

4  STATIC CALCULATIONS 

The first point to be addressed through static calculations is 
the evaluation of the forces acting along the axis of the 
arms of the testing machine (Fy,tot). These can be calculated 
as the sum of two components, Fy,α and Fy,c, respectively  

 

 
 

Figure 4  Sketch of a trolley and its connection  
to a lever arm. 

 
due to the sideslip angle α of the tires of the trolley [3] and 
to the centrifugal effects due to the radius of curvature of 
the trajectory of the trolleys during their motion around the 
pivot axis of the facility. 
 

cyytoty FFF ,,, += α  (1)

 
The equations necessary for the evaluation of the two 
components are the following: 
 

ααα CFy =,  (2)

R
vmamF ycy

2

, ==  (3)

 
where αC  is the equivalent cornering stiffness of the axle 
of the trolley (considered constant for low values of α), m is 
the mass of the trailer, ay is its lateral acceleration, v is its 
speed and R is the radius of trajectory. 
It can be observed that since small values of the radius R 
imply large strains for the arms of the test machine, the 
choice of the size of the APT facility is also directly 
connected to structural issues. It should also be underlined 
that sideslip angle effects can be due both to the motion of 
the tie rod, which can be used to increase in controlled 
conditions the shear forces acting on the pavement, and to 
the elasto-kinematical behaviour of the suspensions. 
Finally, the value of Fy,tot should be considered for a first 
estimate of the bending torque acting on the arms of the 
APT facility. 
Another very important issue which has to be treated by 
means of static calculations is the evaluation of the power 
of the motor adopted to make the system rotate. This can be 
either an electrical motor or an internal combustion engine, 
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but in any case it has to be correctly chosen to guarantee 
the expected performance of the APT facility. 
First of all, it is necessary to consider the power 
contribution (for each trolley) due to rolling resistance. The 
following equation can be therefore used: 
 

( )2
0 KvfvWP totroll +=  (4)

 
where Wtot is the vertical load acting on the axle of the 
trolley, f0 and K are the speed-independent and speed-
dependent contributions to the rolling resistance coefficient 
of the tires. 
Secondly, the power due to the aerodynamic resistance is 
considered according to the expression: 
 

3

2
1 vCSP xair ρ=  (5)

 
where ρ is air density, S is the front surface of the trolley, 
Cx is the aerodynamic drag coefficient. 
Finally, additional power contributions should be 
calculated to take into account the effects due to tire 
sideslip angle and to the presence of longitudinal forces 
acting at the tire-pavement interface while running at 
constant speed. The corresponding equations are the 
following: 
 

vCP 2ααα =  (6)

vsCP ss =  (7)
 
where Cs is axle equivalent longitudinal stiffness [3] and s 
is longitudinal slip. 
The total power required to make a single trolley move at a 
constant speed v is therefore given by the following 
expression: 
 

sairrolltot PPPPP +++= α  (8)
 
The different contributions in terms of power necessary for 
the motion of the system as a function of the speed of the 
trolleys can be observed in Figure 5, in the case of absence 
of longitudinal and lateral slips (Pα and Ps equal to zero). 
The static calculations demonstrate that the effect of the 
spin of the tires due to the curvature of the trajectory can be 
neglected. The contribution due to tire rolling resistance is 
prevalent on the contribution due to aerodynamics. By 
comparing equations (6) and (7), it is clear that, for 
reasonable values of α and s, the contribution of (6) is 
coherent with a value of power of the motor of the APT 
facility of some hundreds of kW, whereas contributions (7) 
easily exceed the power limit of existing motors.  
 
 

This suggests that it is economically feasible to design an 
APT system in which sideslip angles are imposed during 
testing in order to increase shear forces transferred to the 
pavement surface: this can be done through the controlled 
motion of the tie rods which can be hand actuated before 
the beginning of the test or electrically or hydraulically 
actuated during the test. However, active control of 
longitudinal forces is not easily obtainable when operating 
in constant speed conditions. 
 

 
Figure 5  Power necessary for the motion  

of a trolley of the APT facility. 

 
After choosing the motor and the driveline of the facility, it 
is necessary, through static calculations, to define the 
regulation diagrams of the system, fundamental both during 
the design process and for the final use of the APT facility 
in order to have the best performance of the system. 
For example, it is useful to compute the maximum value of 
sideslip angle (αmax) as a function of motor power. This can 
be done by referring to the energy balance of the system 
which translates in the following equation: 
 

( )
vC

vPP totmott

α

η
α

4
,4

max
+

=  (9)

 
where: ηt is the efficiency of the driveline of the facility, 
Pmot is the power of the adopted motor unit and P4,tot is the 
power contribution comprehensive of (4), (5) and (7) for 
the four trolleys. 
Figure 6 is an example of such a kind of regulation diagram 
in which the longitudinal slip contribution has not been 
considered. The design target of a sideslip angle of 3° can 
be reached at a maximum speed of about 13 m/s, but much 
larger values of sideslip angle can be obtained at lower 
speeds. 
In a similar way, it is possible to compute the maximum 
speed vmax of the trailers (having a total weight equal to W) 
of the testing facility as a function of sideslip angle, thereby 
obtaining the regulation diagram shown in Figure 7. In this  
 



ISSN 1590-8844 
International Journal of Mechanics and Control, Vol. 08, No. 02, 2007 

 

 28

case, the following equations, which do not consider tire 
longitudinal slip, can be employed: 
 

3vBvAPmott +=η  (10)

 
where: 
 

2
0 4 ααCfWA +=  (11)

xCSKWB ρ2+=  (12)
 
To obtain vmax, it is possible to adopt Cardano’s rule [4]: 
 






 −−+= 3 *3 **

max 11)( BBAv α  (13)

 
where: 
 

3*

2 B
PA mottη=  (14)

BP
AB

tmot
22

3
*

27
41

η
+=  (15)

 

 
Figure 6  Typical αmax - v regulation diagram  

of the APT facility. 

 

 
Figure 7  Typical vmax - α regulation diagram  

of the APT facility. 

 

On the basis of regulation diagrams like those of Figure 6 
and 7 and of equations (1), (2) and (3), it is possible to find 
the axial forces acting on the four arms of the test system as 
a function of the working parameters of the APT facility. 
Figure 8 shows the values of these forces (for their 
orientation, see Figure 4) plotted against the longitudinal 
speed of the trolleys, in the conditions of usage of the 
maximum power of the motor. It can be observed that the 
maximum value of sideslip angle (and of side force) 
decreases as a function of lateral speed according to a 
regulation diagram similar to the one of Figure 6. 
 

 
Figure 8  Forces acting along the axis  

of the arms of the APT device. 

5  MULTI-BODY MODELLING 

Static calculations have to be followed by the development 
of a Multi Body (MB) model which by means of the 
simulation of the dynamics of the system allows the 
evaluation of the forces and torques acting between the 
different components of the test machine and on the 
pavement surface. As anticipated previously, this kind of 
dynamic modelling can not only provide information on the 
general behaviour of the test facility, but can also guide in 
selecting and positioning various sensors for the 
measurement and/or active control of forces and 
displacements. 
In the specific case of the APT facility described in the 
previous sections, the MB model was implemented by 
making use of the software ADAMS View® [5]. Equations 
(4) and (5) were considered to estimate the resistance to 
motion of the test facility. 
The tire model which was selected for implementation is 
based on Fiala’s formulation [6], which takes into account 
the interactions between longitudinal and side forces. Side 
and longitudinal stiffness vary as a function of the working 
conditions of the tire and are not constant as hypothesized 
for static calculations.  
In the MB model, the contributions to the power necessary 
for the motion of the trolleys related to longitudinal and 
lateral forces are not computed through equations (6) and 
(7), but directly as a function of the outputs of Fiala’s 
model. 
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The elasto-kinematical characteristics of the suspensions of 
the trolley are taken into account by the MB model, which 
considers both unsprung and sprung masses, the geometry 
of the steering system, the stiffness of the bearings and the 
bushings of the components of the whole system. The arms 
of the testing facility, the trailing arms of the suspensions of 
the trolleys and the wheel hubs are considered infinitely 
stiff. As mentioned previously, the connection between the 
chassis of the loading trolleys and the arms of the testing 
device was hypothesized to be done by using low friction 
ball recirculation bearings. More specifically, in the MB 
model each trolley was connected to a horizontal arm by 
means of four rails, one for each corner of the trolley, with 
two bearings for each rail. This is shown in Figure 9, which 
gives a complete representation of the MB model of the 
loading trolley. 
 
 

 
 

Figure 9  Multi-Body model of the loading trolley. 

 
The MB models allows a wide set of data to be extracted 
from simulation runs, investigating the effects of critical 
factors on the performance of the APT facility and 
considering the relationships between relevant parameters. 
Examples of typical MB outputs are shown in the following 
paragraphs. 
First of all, the dynamic forces applied to the pavement 
surface in standard stationary working conditions can be 
plotted for each wheel of the trolleys. This is shown in 
Figure 10, which refers to the condition of a perfectly flat 
pavement surface and a constant value of sideslip angle of 
3°. 
Secondly, the adopted model allows the evaluation of the 
forces exchanged between the elements of the trolley and 
the APT facility for each working condition of the system. 
 

For example, Figure 11 gives the time history of the force 
acting along the axis of the tie rod for different values of 
tire sideslip angle. These values are fundamental for 
dimensioning the actuation system which is necessary to 
impose given values of the steering angle. 
 

 
Figure 10  Forces acting on the pavement surface  

during APT testing. 

 

 

Figure 11  Forces acting along the axis of the tie rods 
during APT testing. 

 
The MB model can also be used for the design of the ball 
bearings used to connect the trolleys to the horizontal arms 
of the APT device. In fact, the forces and the torques acting 
of each bearing can be calculated with a good level of 
approximation: this is shown in Figure 12, where the 
plotted data refers to simulations carried out by considering 
different values of the stiffness K of the ball bearings. Too 
stiff bearings can lead to a statically indeterminate 
structure, with abnormal values of torques or forces, due to 
the fact that the MB software does not consider the 
deformation of the rails or of the structure of the chassis. 
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Figure 12  Forces (up) and torques (down)  

acting on the ball bearings. 

 
Another interesting application of the MB model consists in 
its support to the optimization of the system of sensors with 
which the APT facility should be instrumented. For a 
system of the type considered in this study, the most 
expensive solution to measure the forces and torques acting 
on the wheels of each trolley consists in mounting a wheel 
hub equipped with sensors. However, this solution can be 
substituted by cheaper alternatives, which can be designed 
based upon the results of the MB model. For example, the 
estimation of tire sideslip angle can be performed on the 
basis of the measurement of tie rod displacement (the yaw 
rate motion and the sideslip motion of the trolley are 
limited by the arms of the APT facility). This is clearly 
shown in Figure 13, which highlights the existence of a 
precise correlation between the two dimensions estimated 
from MB simulations. Similarly, relationships can be 
obtained from MB simulations to link sideslip angle values 
to the side forces applied to the pavement surface. As a 
consequence, in a first approximation, side forces can be 
evaluated on the basis of tie rod position; in a second 
approximation (in any case cheaper than the solution of the 
sensors located directly in the wheel hub), side forces can 
be estimated as a function of the signals retrieved from 
force sensors located on the tie rods. Even in this case, by 
means of MB modelling, correlations between the forces at 
the tie rods and the side forces on the tires can be easily 
obtained. 

 

 
Figure 13  Tire steering angle as a function of  

tie rod displacement. 

 
The last fundamental information which can be extracted 
from the MB model refers to the behaviour of the APT 
system in extreme dynamic conditions which may be 
encountered in the case of rough pavement profiles. This is 
shown in Figures 14 through 17, which refer to different 
MB simulations. 
Figure 14 shows the oscillations of the torques which as a 
result of a sinusoidal pavement profile were calculated 
around the three axes of the motor shaft. These data are 
especially important for the design of the central shaft of 
the APT facility and for the selection of its bearing system. 
During prolonged testing, any damage to this core element 
of the facility should be prevented and therefore the use of 
refined modelling tools which support structural 
calculations is totally justified. 
 

 

Figure 14  Torques on the bearings  
of the central shaft of the APT facility. 

 
Figures 15 through 17 highlight the effects caused by rough 
profiles on the actual pavement loading history and prove 
the efficiency of the specific kind of suspension which was 
considered in the study. In all cases the trolleys of the APT 
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device encountered a flat surface in the right wheel track 
and a sinusoidal profile (2.5 m of wavelength, amplitude of 
50 mm) in the left wheel track. Simulations were carried 
out at a speed of 10 km/h. 
Figure 15 contains plots of the vertical force and 
displacement of the left wheel only: as expected, 
oscillations are non negligible and are certainly bound to 
affect pavement performance. The data plotted in Figure 16 
refer to the same simulations: however, it should be noted 
that the time history of loading of the right wheel is not 
affected by the roughness of the left wheel track. This 
proves that the adopted trailing arms suspension system 
decouples the oscillations between the two sides of the 
trolley. If the suspension system is modified, with the 
introduction of a stiff bar connecting the two arms, totally 
different results are obtained: this is shown in Figure 17, 
where it can be observed that the loading histories of both 
wheels is characterized by a continuous oscillation. Since 
the left wheel provokes the motion of the right wheel, both 
tires are subjected to dynamic forces, which would be 
difficult to quantify by making use of simple models based 
on mass-spring-damper systems, like those indicated in 
literature [7]. 
 

CONCLUSIONS 

The paper presents a procedure for the design of APT 
facilities based on the integrated use of static calculations 
and Multi-Body models. Such a methodology enables 
designers to optimize the configuration of the APT system 
with the possibility of taking into account the effects caused 
on pavements by tires side and longitudinal forces, in 
addition to those caused by vertical forces. Moreover, the 
procedure permits to compute the regulation diagrams of 
the system, fundamental to use its full potential for all 
working conditions.  
Examples of the advantages associated to the use of the MB 
model are provided in the paper. These are certainly 
relevant in the context of the structural design of the 
various components of the test facility and can be 
especially useful to optimize the choice and positions of 
various force and displacement sensors. By running MB 
simulations it is also possible to appreciate the effects 
caused by different configurations of the suspensions of the 
trolleys.  
The next step which will be performed within the research 
which is currently being develop by the Pavement 
Engineering and Vehicle Dynamics groups of the 
Politecnico di Torino will consist in the full implementation 
of a FEM model of the structure of the APT facility to be 
run in co-simulation with the MB model. Furthermore, 
results derived from MB and FE modelling will be used as 
input data for the evaluation of the stresses and strains 
induced in pavements by different loading systems. 
 
 

 

 

Figure 15  Wheel vertical force and displacement  
during a test on a sinusoidal pavement profile. 

 

 
 

Figure 16  Tire vertical force in the case of trailing arm 
suspension and sinusoidal road profile for the left wheel. 

 

 

Figure 17  Tire vertical force in the case of modified 
suspension and sinusoidal road profile for the left wheel. 
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ABSTRACT 
 

In this paper, a numerical-experimental procedure is proposed for an identification of 
parameters in cam transmissions. Models with lumped parameters are defined specifically 
for cam transmissions. Experimental tests are carried out on main components of a cam 
transmission in order to estimate the values of mass, damping and stiffness lumped 
parameters through a low-cost easy-operation procedure. Experimental tests are also 
carried out in order to characterize the dynamic behaviour of a whole cam transmission. A 
comparison of numerical and experimental results is used in order to calibrate the values of 
lumped parameters. Experimental tests have been carried out by means of suitable test-beds 
for cams that have been built specifically at University of Brescia and at LARM in Cassino 
as alternative testing solutions. 
 

Keywords: Mechanical Transmission, Cams, Mechanism Analysis 

 
 

1  INTRODUCTION 

A cam is a mechanical element used for transmitting a 
desired motion to another mechanical element by direct 
point or line contact. Cam systems are generally composed 
by three basic parts: a cam, which is the driving member, a 
follower, and a fixed frame, [1]. The cam can rotate, 
translate, oscillate or even remain stationary. The follower 
can have a translating or oscillating motion. Due to the type 
of contact of the moving parts cam mechanisms form 
higher kinematic pairs, [2]. They are used for transmission 
of power or information, as pointed out in [3]. Cam systems 
are applied in a great variety of applications where simple 
and economic control systems are needed, [4]. They are 
frequently implemented in automatic and textile machinery, 
cutting and forming presses, engines, fast manufacturing, 
equipment. 
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The main design phase for a cam transmission consists in 
defining a suitable cam profile that can provide the 
prescribed displacement diagram of the follower, [1-3]. At 
LARM in Cassino a specific line of research has been 
devoted to design circular-arc cams with the aim to 
develop modern computer-oriented algorithms both for 
analysis and synthesis purposes. However, several 
dynamic aspects should be taken into account in the design 
process. Therefore, researches have proposed optimum 
design procedures to take into account both kinematic and 
dynamic aspects, [3, 5, 6]. But these optimum design 
procedures require the definition of a proper dynamic 
model. 

Several researches have proposed dynamic models for cam 
transmissions, [6-18]. 
Methods for identification of damping parameters for a 
generic dynamic system are proposed for example in [19, 
20]. An experimental procedure for an easy identification 
of the curvature of cam profiles is also proposed in [21, 
22]. In this paper, the problem of identification of lumped 
parameters is addressed both from the theoretical and 
experimental point of view in a single procedure. A 
numerical-experimental procedure for parameter 
identification of lumped parameter models for cam 
transmission is discussed in order to be able to properly de 
scribe the dynamic behaviour of a real cam system. In 
addition, special attention has been addressed in defining 
proper models with lumped parameters. 
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In fact, models should take into account all the phenomena 
that characterize the real system but at the same time they 
should be as simple as possible. In fact, in a too complex 
model the solution of equations of motion can require high 
computational efforts and sometimes a feasible solution 
cannot be even found as pointed out, for example, in [23, 
24]. 

2  CAM TRANSMISSIONS 

Cam transmissions are characterized by the transmission 
capability due to the cam profile both in terms of kinematic 
and dynamic performances. Therefore, a suitable design of 
a cam transmission strongly depends on the cam profile and 
its characteristics for a theoretical synthesis and a practical 
application. Usually, a designer chooses a motion law for a 
definition of a cam profile and consequently all the other 
geometric and constructive parameters can be defined. 
However, only an experimental validation can guarantee 
that kinematic and dynamic behaviour of a built cam is 
acceptable for specific applications.  
In addition, it is of fundamental importance to achieve an 
optimum kinematic design of a cam profile but it is 
important as well to determine the effects of design 
parameters and their errors on the operation performance in 
practical applications. 
An experimental-numerical procedure for identification of 
lumped parameters can be useful for better characterizing 
the dynamical behaviour of a cam system. 
The abovementioned procedure can be summarized in the 
following steps: 1) identification of design constraints and 
performance characteristics for a given application; 2) 
formulation of basic performances; 3) definition of N-dofs 
lumped parameter model; 4) identification of measurable 
numerical and/or experimental lumped parameters; 5) 
identification of non measurable lumped parameters; 6) fine 
tuning procedure of non measurable parameters by using an 
optimization technique; 7) validation of obtained lumped 
parameters; 8) experimentally validation of the obtained 
model in order to guarantee a predefined confidence error. 
In this paper, a proper procedure defined by the 
abovementioned 8 steps is proposed in order to define 
suitable dynamic models of cam transmissions. This 
procedure is based on a combination of theoretical and 
experimental aspects in order to have suitable modelling of 
a real system behaviour. Thus, this model can be 
considered for design purposes without the need of using 
empirical safety coefficients. 

3  MODELS WITH LUMPED PARAMETERS 

A general model of multi-dof cam transmission can be 
defined by using lumped parameters as proposed in [2, 25]. 
In this type of models properties and behaviours of a real 
system are replaced by mass (or inertia), stiffness and 
damping elements that are concentrated in given points.  
In general it is possible to assume that mass or inertia 

elements are rigid bodies with negligible damping. Usually 
these type of elements are lumped in their centre of mass. 
They can gain or loose kinetic energy only when the linear 
and/or angular velocity of the body changes and the forces 
and torques that it can apply are proportional to its mass 
and accelerations.  
Stiffness elements are assumed to have negligible mass and 
damping. They are modelled as linear or torsional springs. 
They can store or loose potential energy and apply a force 
that is proportional to the deformation of the spring that is 
given as the displacement of one end of the spring with 
respect to the other one. 
Damping elements are assumed to have negligible mass and 
stiffness. They are modelled as dampers. They describe the 
mechanism of gradual dissipation of vibrational energy of a 
system into heat and sound. A damping force is obtained 
only if there is a relative velocity between two ends of a 
damper. 
Figure 1 shows a model with lumped parameters of a cam-
follower. In this model, it has been assumed that: the cam 
operates at constant speed, regardless of forces acting on it; 
the reaction spring connected to the frame always prevents 
separation of the follower from the cam; the ground is 
assumed as rigid. 
A two degrees of freedom model has been derived as 
shown in Fig.1. It is composed by one linear spring that 
represents the lumped stiffness parameters k1 of the valve; 
one linear spring that represents the lumped stiffness 
parameters k2 of the follower; one linear spring that 
represents the lumped stiffness parameters k3 of the ground; 
one torsional spring that represents the lumped stiffness 
parameters kT of the cam; three dampers that represent the 
lumped damping parameters c1 of valve, c2 of follower and 
c3 of ground, respectively. 
More complex models can be defined in order to take into 
account mass distributions, non constant input speed, 
reactions of the ground, effects of backlash and friction like 
for example the model with 5 degrees of freedom that is 
shown in Fig.2, [24]. 
The model of Fig.2 is based on the following assumptions: 
the displacements of the  spring mass  ms, follower mass 
mf,  
 

 
a)    b) 

Figure 1  An illustrative cam-follower mechanism:  
a) a mechanical model; b) a scheme by using  

lumped parameters. 
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roller mass mr and cam mass mc can be described with 
reference respect to the XY frame by means of the 
coordinates ys, yf, yr, yM and yc, respectively. ks and cs are 
the structural stiffness and damping coefficients of the 
spring elements, respectively; kf and cf are the structural 
stiffness and damping coefficients of the follower; kr is the 
structural stiffness coefficient for the roller; kT is the 
structural torsional stiffness of the cam element; kg and cg 
are the structural stiffness and damping coefficients of the 
ground, respectively; gf is a gap due to the clearance 
between the cam and follower; finally Jc is moment of 
inertia of the cam expressed with respect to its centre of 
rotation. Details are reported in [24]. 
 

 
Figure 2  A lumped parameters model of a cam mechanism 

with 5 degrees of freedom, [24]. 

4  IDENTIFICATION OF CAM PARAMETERS 

One of the main problems of using models with lumped 
parameters is the identification of numerical values for 
mass, stiffness and damping lumped parameters.  
A lumped mass is used to collect all the mass properties of 
a mechanical component into a given point. The values of 
lumped mass parameters can be estimated by knowing the 
shape of the components and material densities. They can 
be also measured experimentally by means of a weight 
measurement. 
A lumped stiffness is used to concentrate the rigidity 
properties of a mechanical component into a given point. 
The values of lumped stiffness parameters can be estimated 
by knowing the distribution of the applied forces, shape of 
the components, material density, Young’s and shear 
modules. For example, the lumped stiffness parameter 
expressing the axial stiffness of a beam can be computed as  
 
 k=EA/L  (1)
 
where E is the Young’s modulus of the material, A is the 
area of the cross section and L is the beam length. Other 
effects such as flexural and torsional stiffness can be 

similarly derived.  
The mechanics of continuum theory can be also used for 
obtaining similar expressions as proposed, for example, by 
[25]. Alternatively, finite element methods can be used for 
objects of complex geometry. The stiffness properties can 
be also computed by measuring the linear and angular 
compliant displacements for unit forces and torques in 
static experiments. 
A lumped damping parameter is used to concentrate the 
energy dissipation properties of a mechanical component 
into a given point. The values of lumped damping 
parameters depend on the processes that produce the energy 
dissipation. In particular, there are three main processes 
that contribute to the energy dissipation during vibratory 
processes: hysteresis, dry friction, and viscous friction.  
In the case of viscous friction if one considers the squeeze-
film of a lubricant between the surfaces of a disc cam and 
its roller follower when a constant viscosity of the lubricant 
and a constant pressure throughout the film thickness are 
assumed, the viscous damping cv can be written as, [26], 
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where tf is the film thickness; η is the viscosity of the fluid, 
b is the thickness of the cam or roller, R1 is the roller radius 
and R2 is the cam radius. A simplified empirical expression 
of the viscous damping cv can be written for joints with 
narrow contact surfaces that are lubricated by a thin film of 
industrial mineral oil of average viscosity as, [27] 
 

 
π
ω

= n
3

m
v

m
P
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where Pm is the mean oil pressure on the contact surface 

expressed in MPa, m is the mass, 
m
k

n =ω is the natural 

frequency with k being the lumped stiffness parameter of 
the same component. Similar empirical expressions for 
estimating the damping properties can be found in the 
literature also for different energy dissipation processes as 
reported for example in [26-28]. 
An experimental measure of damping parameters can be 
derived also by referring to modal theory. For example, for 
small values of damping one can write, [28], 
 

 )tt(A
)t(A

ln
m
c

n ∆+
=

ω
π

≅λ  (4)

 
where c is the damping parameter, λ is the logarithmic 
decrement, A(t) and A(t+∆t) are two consecutive 
amplitudes of the damped free vibration of a component. 
Thus, the experimental measure of two consecutive 
amplitudes can provide an approximate value of the 
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damping parameter in one direction as, [28] 
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An alternative experimental method for measuring damping 
parameters consists in the identification of the so-called 
“half-power bandwidth”, [28], for a steady-state harmonic 
response. It can be used for small damping values and 
consists in applying a known harmonic external force 
F(t)=F0 sin (ωt) on the component and by studying the 
results in the frequency domain in terms of Bode diagrams, 
(Nashif et al. 1985). In these diagrams one can identify the 
so-called half-power points that correspond to the 
frequencies ω and ω2 of the external force in which the 
response amplitude is 21  times the maximum amplitude 
of deformation. It is worth noting that the relationship 
between ω and ω2 and damping parameter c depends on the 
processes that produce the damping effect. In hysteretic 
damping the energy loss per cycle is independent from the 
frequency of vibration and approximately proportional to 
the square of the amplitude. In this case, the hysteretic 
damping ch can be estimated as, [28] 
 

 n

12
hc

ω
ω−ω
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In the case of viscous damping one can write 
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The case of dry friction damping cannot be usually derived 
with the “half-power bandwidth” method since it can show 
high damping values and non-linearities, [28]. 
It is worth noting that even friction can affect significantly 
dynamical behaviour of a cam transmission. A dry friction 
or Coulomb friction model can be assumed when no 
lubrication is used between cam and follower contact 
surfaces. 
For example in the case of dry contact the relationship on 
the viscous friction force Fd as a function of relative 
velocity can be expressed as proposed in [23] in the form 
 
 ycF Fd &=  (8)
 
where cF is the constant friction coefficient, y&  is the 
relative velocity between cam and follower. Handbooks 
such as [29-31], provide values or ranges of values for cF as 
function of the materials that are in contact. However, 
speed, pressure, temperature, cleaning of surfaces can 
affect the value of cF. Thus, experimental measures of cF 
are often carried out. Nevertheless, the effect of friction can 
be considered negligible for low-speed cams when a roller 

with ball bearings and/or lubrication are used. Instead when 
a lubricant is used the coefficient cF should be replaced by 
cL. This coefficient can be experimentally measured or it 
can be experimentally estimated in standard conditions, for 
example, through the expression given by Ubbelhode, [29, 
30, 32, 33], as 
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where cL is obtained [m2s-1]; ρ is the lubricant density; E is 
a conventional measure of viscosity known as Engled 
degree, [29, 30, 32, 33], that can be given as 
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where tf is the time of flow of 200 cubic centimetres of 
fluids and tw is the time of flow of 200 cubic centimetres of 
water. Both tf and tw are measured at standard temperature 
that is usually equal to 20 °C. Nevertheless, the effect of 
friction can be negligible for low speed cams when a roller 
with ball bearings and/or lubrication are used. More details 
on other friction models in presence of lubrication can be 
found for example in [23]. 
It is worth noting that for some mechanical parts such as 
springs and joints, stiffness and damping properties are 
provided by manufacturers or an approximate value can be 
found in literature [27, 28]. Nevertheless, stiffness and 
damping are also affected by the environment conditions 
and by non-linear behaviours. Therefore, values that can be 
obtained by using the Eqs.(1) to (6) or by literature should 
be considered as approximate values or as valid under 
given conditions only. Starting from the abovementioned 
values a fine tuning of the stiffness and damping 
parameters could be carried out by using optimization 
procedures when experimental values are considered too. In 
fact, one can compare the numerical and experimental 
results by considering some lumped parameters as variables 
(within a given range of tolerance) and using as objective 
function a measure of difference between numerical and 
experimental data. An example of this approach is reported 
in [34, 35]. It is worth noting that the number of parameters 
that can be tuned with this procedure should be very 
limited. In fact, one can obtain similar values of the 
objective function with different non-coincident sets of 
lumped parameters, when their number is too high, as 
pointed out for example in [34]. 

5  A NUMERICAL-EXPERIMENTAL PROCEDURE 

A theoretical and experimental procedure for identification 
of lumped parameters can be defined as proposed in the 
following. The aim of this procedure is to identify lumped 
parameters and validate them with proper experimental 
tests.  
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The step 1 of the proposed procedure consists in setting the 
values of ε, N, i, and j. In particular, ε is the maximum 
acceptable calibration error between the real behaviour of 
the cam transmission and results obtained though a model 
with lumped parameters. The value of ε should be chosen 
by considering the purpose of the model, whose lumped 
parameters are going to be defined. N is the number of 
degrees of freedom (dofs) that should be as low as possible. 
In particular, N has been set as equal to 1 because this is the 
lowest feasible value. The values for i and j are 
automatically set equal to 0 since i and j are just counters 
for the number of lumped parameters and number of 
measurable lumped parameter, respectively. After setting 
these values the procedure defines a model with lumped 
parameters having N dofs, and a maximum number of 
lumped parameters equal to I.  
The next step 2 of the procedure consists in identifying the 
maximum number of lumped parameters J that can be 
experimentally measured. This step is achieved by means 
of a loop that starts with i equal to 0 and ends with i equal 
to I. At step 3 the J lumped parameters are experimentally 
measured by means of weight measurements for lumped 
masses, by measuring compliant displacements for unit 
forces in static experiments for the lumped stiffness 
parameters, by means of Eqs.(5) to (8) and harmonic 
response experiments for damping lumped parameters. At 
step 4 the (I-J) non experimentally measurable lumped 
parameters are numerically computed, for example by 
means of Eqs.(1) to (3).  
Step 5 of the procedure consists in implementing a 
numerical simulation of the dynamic properties of the cam 
transmission as based on a mechanical model with N dofs 
and values of lumped parameters that have been obtained in 
previous steps. This numerical simulation provides as 
results linear and angular positions, velocities, 
accelerations, jerks, input and reaction forces and/or 
torques as functions of time. Then, the most significant 
simulation results are stored as a multi-array vector of 
numerical results rs.  
In step 6 a proper test-bed for a real cam transmission is 
defined so that main dynamic properties of the system can 
be experimentally measured. The operation conditions are 
properly chosen so that they show significant results within 
the operating range of the system. They are also chosen so 
that experimental results are given at the same operation 
conditions of numerical simulations. Then, experimental 
results are stored in a multi array vector of experimental 
results rd.  
At step 7 a calibration error ∆ is computed as a function of 
comparison between numerical and experimental results. It 
is worth noting that there are several ways of computing the 
calibration error ∆. Among the many available techniques 
for data fitting, [36, 37]. The least-square method has been 
used since it is widely used in the literature and provides a 
single value for ∆. Thus, ∆ can be formulated as a sum of 
the weighted square difference between the values of 
numerical computations and experimental results as 

 
i

i

2
isid w)rr(∑ −=∆  
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where rdi is a multi-array vector of numerical results ; rsi is a 
multi-array vector of experimental results; wi is a weight 
factor. 
This criterion used produces a minimum value which 
represents the best fit according to the least square 
criterion, as pointed out for example in [38]. In particular, 
this minimum values has been calculated by means of 
CONSTR code within the Matlab Optimization Toolbox. 
The way of measuring the calibration error ∆ is related with 
the type of results that are compared. Moreover, one should 
also consider the use of proper hardware and software 
filters in case of experimental results that have been 
obtained in presence of significant noise sources. 
After that, the value of ∆ has been properly computed, one 
can compare it with ε. If the calibration error ∆ is higher 
than ε, the step 8 proceeds to a fine tuning of the J 
parameters that cannot be experimentally measured by 
means of a multicriteria optimization technique. In 
multicriteria optimization, one deals with a design variable 
vector v, which will satisfy all the constraints and makes 
the scalar performance index as small as possible. This 
index is calculated by taking into account each component 
of an objective function vector F(v). A possible approach 
to this problem is the so-called compromise programming 
as indicated for example in [36]. This approach does not 
provide unique solution to the problem but a set of 
solutions named as Pareto-optima set. The use of weighted 
objective functions is one of the most usual, alternative 
approaches for multi-objective optimization problems. It 
converts the multi-objective problem of minimizing the 
function vector F(v) into a scalar one by constructing a 
weighted sum of all the objectives. 
A multicriteria optimization can be defined as 
 
 F(v)=min(∆) (12)
 
subjected to  
 
 G(v)=0;     H(v)=0  (13)
 
where v is the vector of design variables; F(v) is the vector 
of objective functions that express the optimality criteria, 
G(v) is the vector of constraint functions that describe 
limiting conditions, and H(v) is the vector of constraint 
functions that describe the design prescriptions.  
Optimality criteria for cam transmissions can be identified 
in terms of performance evaluations as for example:  
• in a required rise law for the follower given in 

correspondence of a specific application; 
• in a high force transmission ratio between cam and 

follower in order to guarantee a good mechanical 
efficiency; 

• in a limited range of variation of the input torque in 
order to avoid the use of a big and/or small flywheel or  
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short working life for the input motor;  
• in a dynamic behaviour of the follower in order to avoid 

vibratory phenomena. 
The multi-objective function F can be formulated by using 
computer-oriented algorithms when its components are 
computed numerically through suitable analysis 
procedures. The constraint functions G and H can be 
formulated by using suitable evaluation of design and 
operation constraints 
and also for additional constraints that are needed for 
computational issues. The problem for obtaining optimal 
results from multi-objective optimization problem can be 
subdivided in two basic parts such as: 
• to choose a numerical solving technique; 
• to formulate the optimality criteria with computational 

efficiency. 
In particular, the solving technique can be selected as  
• commercial software packages; 
• non-linearity type; 
• involved computations for the optimality criteria and 

constraints. 
On the other hand, the formulation and computations for 
the optimality criteria and design constraints can be 
conceived and performed by looking also at the peculiarity 
of the numerical solving technique. Those two basic parts 
can be very helpful in order to obtain an optimal design 
procedure that can give solutions with no great 
computational efforts and with the possibility of 
engineering interpretation and guide. 
It is worth to note that the formulated problem is 
intrinsically highly non-linear. Its solution will be obtained 
when the numerical evolution of the tentative solutions due 
to the iterative process converges to a solution that can be 
considered optimal within the explored range. But this 
solution can be considered only as a local optimum. This 
last remark makes clear once more the influence of suitable 
formulation with computational efficiency for the involved 
criteria and constraints in order to have a procedure, which 
is significant from engineering viewpoint and numerically 
efficient. 
If the optimization technique does not provide feasible 
results or if the calibration error ∆ is higher than ε, it means 
that a model with N dofs does not take into account all the 
main phenomena that characterize the real system. 
Therefore, the model with lumped parameters should be 
modified by considering more aspects and the procedure is 
iterated by going back to step 1. Otherwise, if the 
calibration error ∆ is lower than ε, it means that a proper 
model of the real cam transmission has been identified. 
Thus, in the step 9 one can obtain as output the values of 
lumped parameters that have been identified and the 
validated mechanical model. 
Main advantages of the proposed procedure are: definition 
of a model having the minimum set of lumped parameters; 
numerical and experimental identification of proper lumped 
parameters; experimental validation of both model and 
values of lumped parameters for a given calibration error. 

6  TEST-BEDS AND RESULTS 

Illustrative examples are reported as application of the 
proposed procedure for different systems in different 
institutions with different previous experiences.  
 
6.1  EXPERIENCES IN BRESCIA 
The indexing cam that is shown in Fig.3 has been studied at 
University of Brescia. This indexing cam is driven by an 
AC motor that is controlled by an inverter with an open 
loop control. This indexing cam is typically used in heavy-
duty applications for producing cyclical movements of a 
moving platform. Models with lumped parameters have 
been developed for this indexing cam as shown in Fig.4.  
Figure 4 shows a model for the indexing cam mechanism of 
Fig.3. The motor is described by its characteristic function 

)(TT mm γ= & . The clearances of the gear speed reducer and 
the elasticity of the mechanical members are modelled by 
means of elastic elements, as reported in Fig.4. Backlash g1 
is due to the tolerances between the teeth of the speed 
reducer; its value is particularly important when the 
transmission ratio is high.  
In this paper g1 has been assumed equal to 0.8 deg. by 
considering results of experimental tests. The coupling 
between the table and the indexing mechanism output shaft 
mainly causes clearance g2, which is generally very close to 
zero. Finally, the damping variables have been considered 
as scalar constant values, as well as all the moments of 
inertia. 
The  model  with  lumped  parameters  in  Fig. 4  takes  into  
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b) 

Figure 3  An indexing cam mechanism with motor and 
speed reducer, [39]: a) a picture; b) a scheme. 
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Figure 4  A lumped model for the indexing  
cam mechanism in Fig.3. 

 
account the effects due to stiffness of the follower, damping 
of the follower, characteristics of the motor, presence of 
clearance in the gear speed reducer, elasticity and structural 
damping of the input shaft. 
Further details on this model are reported in [34, 35]. The 
following equations have been derived for the model of 
Fig.4 
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where dots indicate time derivatives, apices indicate 
derivatives calculated with respect to the angle α (rotation 
of the cam); of course, if the motor motion γ(t) is known, it 
is sufficient to consider only the first two equations of the 
set in Eq.(12). 
The symbols M1 and M2 represent the torques transmitted 
by the spring-damper elements; in presence of mechanical 
clearances, their analytical expressions are 
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Numerical simulations have been carried out by using the 
model of Fig.4. In particular, the lumped parameters have 
reported in Table I.  
In addition, experimental tests have been carried out on the 
indexing cam by using an incremental encoder Eltra L72 
that is installed on the input shaft, an accelerometer Entran 
ECGSY-240D2-10 and an inertial load that are installed on 
the rotating platform. Experimental results have been 
obtained by using LabView software and a NI AT-MIO-
16-H9 Acquisition Card. The abovementioned setup can 
measure the angular position of the input shaft and 
tangential acceleration of the rotating platform for different 
input angular velocities of the input shaft and for different 
inertial loads. 
The plots in Fig.5 show numerical and experimental results 
for the indexing cam of Fig.3.  
The comparison of results in Fig.5a) and b) shows a 
calibration error ∆=0.2 calculated by using Eq.(9). Thus, 
the model of Fig.5 and the values of lumped parameters in 
Table I have been validated for the indexing cam in Fig.3 
when a maximum calibration error of 0.2 rad/s2 is 
considered as acceptable. Therefore, the validated model 
can be considered as a useful tool for determining the 
effective performance of the indexing cam in Fig.3 but also 
for testing new design solutions and influence of the 
various design parameters. 

Table I - Values of the lumped parameters  
for the model of Fig.4 

k1 
(Nm/rad) 

k2 
(Nm/rad) 

C1 
(Nm/rad) 

C2 
(Nms/rad) 

6.5·105 3.5·107 2000 70000 
τ Jt 

(kg·m2) 
Jf 

(kg·m2) 
Jc 

(kg·m2) 
1/124 14500 92 7.6 

 
6.2  EXPERIENCES AT LARM IN CASSINO 
Another illustrative example has been carried out at LARM 
on a three circular-arc cam by means of the test-bed that is 
shown in Fig.6. Referring to Fig.6, one accelerometer S1 
has been installed on the follower.  
The accelerometer gives the possibility to measure and 
monitor the acceleration and the motion of the follower. In 
addition, the dynamic performances can be experimentally 
evaluated by using a dynamic torsionmeter S2, which has 
been installed on the motor shaft. Signal conditioner and 
amplifiers U1 and U2 have been used in order to provide the 
power supply to S2, S3, and S4, respectively, and reduce the 
noise on the output of the sensors. One encoder S3 and one 
tachometer S4 have been installed on the camshaft In 
particular, the encoder gives the possibility to monitor the 
position of the camshaft, whereas the tachometer is used to 
monitor and measure the velocity of the camshaft. Three 
different power supply sources A1, A2 and A3 have been 
used in order to provide different input voltage to the four 
sensors and motor. It has been used LabView software with  
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Figure 5  A comparison between numerical and 
experimental results for the indexing cam of fig.3:  

a) simulated acceleration; b) measured acceleration. 
 

43
2

1

 
Figure 6  Test-bed for cam testing at LARM in Cassino:  

1- accelerometer; 2- dynamic torsionmeter;  
3- tachometer; 4- encoder. 

 
NI 6024E Acquisition Card, to work with virtual 
instruments, which manage commercial sensors. 
Figure 7 shows a simplified model of the cam system of 
Fig.6 under the condition of combined linear moving 
masses in which the equivalent mass ms+mf+mr represents 
all the moving masses in the follower system. 
The displacement of the total mass can be described with 
respect to the XY reference frame by means of the 

coordinate yrfs. The internal damping crfs of the system 
element is represented by an equivalent viscous damping 
contribution of roller, follower, and spring.  
The motivation of using this simplified model is based on 
the small size of the roller and spring with respect to the 
size of the follower. Thus, masses of roller and spring have 
been considered as negligible. 
The dynamics of a cam system in Fig.7 can be expressed by 
the equations of motion in the following form 
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The masses, stiffness and damping values have been 
assumed as reported in Table 2 by referring to a test-bed for 
cam systems that is available at LARM, Fig.6.  
The plots of Fig.8a) show the result of the numerical 
simulation with the model in Fig.8 for an input shaft speed 
of 176 rpm. The plots of Fig.8b) show the experimental 
results for the same case. It is worth noting that in this case 
a complete rotation of the cam is obtained in 0.34 sec. The 
comparison of results in Fig.8a) and b) shows a calibration 
error ∆= 0.2 m/s2 by using the expression in Eq.(9). 
Thus, the model of Fig.7 and the values of lumped 
parameters in Table II have been validated for the cam 
system in Fig.6 when a maximum calibration error of 0.2 
m/s2 is considered as acceptable. 
Therefore, the validated model can be considered as a 
useful tool for determining the effective performance of the 
cam system in Fig.6 but also for testing new design 
solutions and influence of the various design parameters. 
The results of Fig.8 show a reasonable match between 
simulated values and measured acceleration values on the 
follower. It is worth noting that a satisfactory match has  
 

 
Figure 7  Simplified model of a cam system  
by using lumped parameters in the case of  

combined linear moving masses. 
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a) 

 
b) 

Figure 8: A comparison between the numerical and 
experimental results for the circular-arc cam:  

a) simulated acceleration; b) measured acceleration. 

 

Table II - Values of the lumped parameters  
for the model of Fig.7 

mc 
(kg) 

ms 
(kg) 

mr 
(kg) 

mf 
(kg) 

crfs 
(Ns/m) 

0.374 0.018 0.040 0.325 10 
ks 

(N/m) 
kT 

(Nm/rad) 
kc 

(N/m) 
Jc 

(kg·m2) 
 

235 5.00 104 107 3.76 10-3  
 

been obtained for the case with a input speed of the 
camshaft equal to 176 rpm. Of course, the validation of the 
model of Fig.7 is suitable only for low speeds ranging from 
about 100 to 200 rpm. In fact, for the circular-arc cam that 
has been tested the actuator cannot guarantee the 
continuous motion of the cam system when the speed of the 
input shaft is less than about 100 rpm the inertial effects 
become dominants as pointed out [40]. When the speed of 
the input shaft is greater than about 200 rpm the dynamical 
effects become dominants and the spring cannot guarantee 
the continuous contact of follower with cam surface due to 
jump phenomena. The modeling of the abovementioned 
effects require models with higher number of dofs and 
more complex formulations, which are out of the scale of 
this paper. 

CONCLUSIONS 

This paper refers to the identification of proper dynamic 
models of cam transmissions for experimental identification 
of lumped parameters. In particular, a numerical-
experimental procedure has been proposed for the 
identification and fine tuning of lumped stiffness and 
damping parameters specifically for cam transmissions. 
Experimental tests are carried out also to characterize the 
dynamic behaviour of cam transmissions as a whole. The 
experimental tests have been used in order to validate a 
dynamic model with lumped parameters. Then, a 
comparison of numerical and experimental results can be 
used in order to calibrate the values of lumped parameters 
by means of a suitable optimization algorithm that is 
proposed in the paper. The validated models can be 
considered as a useful tool for determining the effective 
performance of specific cam systems but also for testing 
new design solutions and the influence of the various 
parameters on the dynamics. 
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ABSTRACT 
 

The conception, layout and design of any dynamic system start from activities focused on the 
first-approach definition of the principal characteristics of the system itself, essentially from 
the point of view concerning the compliance of its performance with the customer require-
ments; such first-approach analysis, concerning the definition of the system steady state per-
formance, is usually based on relatively simple physical-mathematical models able to match 
only the stationary phenomenons involved in their operation, neglecting the dynamic analysis. 
When such stationary models are mathematically represented by systems of non-linear alge-
braic equations of difficult or impossible solution in closed form, in order to solve the system 
itself, it is necessary to employ iterative methods specifically shaped on the definite problem 
and not necessary convergent; therefore, in order to overcome the aforesaid shortcomings, the 
authors tested the conception of an innovative mathematical method, inspired to the time simu-
lation of proper dynamic behaviours having the considered stationary condition as a limit of a 
consequent asymptotic evolution to a constant input. 

Keywords: non-linear equations system, new numerical method 

 
 

1  INTRODUCTION 

The conception, layout and design of any dynamic system 
start from activities focused on the first-approach definition 
of the principal characteristics of the system itself, essen-
tially from the point of view concerning the compliance of 
its performance with the customer requirements; the defini-
tion of the system further characteristics (depending on its 
dynamic behaviour) is instead demanded to second-
approach or first-refinement activities. The abovemen-
tioned first-approach analysis concerning the definition of 
the system steady state performance is usually based on 
relatively simple physical-mathematical models able to 
match only the stationary phenomenons involved in their 
operation, neglecting the dynamic analysis (typically used 
in the following design activities). For example, in order to 
obtain a first-approach model of a hydraulic, electric or  
 

Contact author: Matteo D. L. Dalla Vedova 

E-mail: matteo.dallavedova@polito.it 

 
pneumatic net work, defining the relative and absolute siz-
ing of its components fitted to their specific duties or to 
solve several mechanical or structural problems, it is ade-
quate (and sufficient) to define stationary models however 
characterised by all the non-linearities significant to the 
purpose. The stationary model may be mathematically rep-
resented by a system of non-linear algebraic equations of 
difficult or impossible solution in closed form; in this case, 
in order to solve the above-mentioned equations system, it 
is necessary to employ iterative (or recurring) methods spe-
cifically shaped on the specific problem and not necessarily 
convergent (therefore particularly undesirable to use). 
Therefore, in order to overcome the aforesaid shortcom-
ings, the authors tested the conception of an innovative 
mathematical method (provisionally defined semi-dynamic 
or pseudo-dynamic mathematical method), conceived as a 
time simulation of proper dynamic behaviours having the 
considered stationary condition as a limit (for infinite time, 
at least conceptually) of a consequent asymptotic evolution 
to a constant input. Having told it, in the problem analysis, 
the advantage depending on the employment of simpler 
static models seams to fail; however it must be noted that, 
just by the introduction of some proper terms into their sta-
tionary equilibrium equations (provided with proper values 
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of their coefficients, selected with a view to optimize the 
performances of the algorithm), expressed in terms of first-
order time derivatives of the unknown variables, it is possi-
ble, from the computational point of view, to solve one by 
one separately the different equations of the system. By 
means of the aforementioned mathematical method it is 
possible to turn, component by component, stationary dis-
equilibriums into instantaneous pseudo-dynamic equilib-
riums, by which the convergence rate of the considered 
unknown variable (towards its stationary value) is definable 
and easily controllable through adequate numerical coeffi-
cients. 
The proposed method cannot be strictly considered intrinsi-
cally convergent; however, the desired stationary condition, 
if characterised by a stable equilibrium, following proper 
selections of the values of the added terms coefficients, can 
be found by means of the time integration of the so ob-
tained first-order equilibrium differential equations, that is 
by time integrating the first-order derivatives of the desired 
unknown quantities, till their stabilization (that is conver-
gent to constant values of the desired quantities and null of 
their derivatives). If an unstable equilibrium conditions 
must be reached, the time back integration is adequate. 

2  BASIC CONCEPTS CONCERNING  
    THE PROPOSED  METHOD 

The proposed method consists of a new approach to the 
solution of any non-linear equations system both of alge-
braic and differential type: so, it is not a computational 
method specifically conceived to solve problems concern-
ing structural, mechanical, hydraulic, pneumatic or electri-
cal systems, but its validity is wider. In general, the solution 
of a non-linear equations system of any type needs numeri-
cal recurring or iterative methods; neither their convergence 
is always assured nor the rate of the eventual convergence 
is always controllable. The proposed method replaces the 
recurring computation by a sort of mathematical modelling 
and time simulation of a hypothetical, but possible, pseudo-
dynamic phenomenon, able to spontaneously converge to-
wards the desired stationary condition (initially unknown 
quantity and finally solution of the problem), under con-
stant inputs and for theoretically infinite time.  
All the transient dynamic conditions are solutions of the 
problem described by the hypothetical dynamic phenome-
non; one of these only is stationary persistent and so it 
represents the solution of the primary problem. 
The pseudo-dynamic phenomenon, which is mathemati-
cally modelled and time-simulated, is developed from the 
stationary one by a measure: it consists of assigning to each 
system equation the task concerning the computation of a 
specific unknown quantity of the problem (without neces-
sarily making it explicit) by introducing an auxiliary further 
linear additive term, expressed in form of first order deriva-
tive of the unknown variable itself, multiplied by a proper 
coefficient. 

The equation must be made explicit (it is always possible) 
in the further additive term in order compute, really, the 
first order derivative of the desired unknown quantity; the 
value of the “dynamic unknown variable” is thus defined, 
which, time-integrated, gives the value temporarily updated 
of the “stationary unknown variable”. 
By allowing the integration process going on for a suffi-
ciently long time (permitting the transient of the pseudo-
dynamic phenomenon to go out), the “stationary unknown 
variable” reaches a constant value: thus, the unknown 
quantity of the primary problem is defined; in fact, in this 
condition, the supplementary term of the equation becomes 
null, and the problem turns into the stationary one, primar-
ily considered, having defined its solution. 

3  MATHEMATICAL CONSIDERATIONS 

Practically, for example, a physical problem, involving the 
resolution of a mathematical model consisting of a system 
of n algebraic non-linear equations containing n unknown 
quantities xi, as represented in (1), can be considered; the 
solution of the physical problem consists of the determina-
tion of the real roots of the equation system. 

 
 
 

(1) 
 
 
 

To this purpose, according to the proposed method, the 
system (1) must be modified in the set of independent non-
linear equations (2) (no more an equation system), where 
the functions fi are not assigned equal to zero, but equal to 
an auxiliary additive term in which x'i are the time deriva-
tives of each unknown variable. 

 
 

(2) 
 
 
 

By introducing initial values of the unknown variables xi, 
the equations (2) can be independently solved to obtain the 
instantaneous values of the derivatives x'i of the unknown 
variables xi as in (3).  
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The derivatives x'i, subsequently, can be time-integrated in 
order to compute the new values of the unknown variables 
xi which can be reintroduced in the equations (2), to obtain 
the new values of the derivatives x'i, and so on, as in a 
time-simulation of the behaviour of a dynamic system. 
It must be noted that the method cannot be defined intrinsi-
cally convergent or not; the selection of the proper values 
of ci, with respect to the integration time interval ∆t, allows 
the control of the convergence and of its rate. When the 
values of the derivatives computed by the equations (2) are 
adequately small, the convergence is practically completed 
and the values assumed by the unknown variables xi are 
stable between two successive integration steps. 
In these conditions the equation set (2) is equivalent to the 
equation system (1), and the stabilized values of the un-
known variables xi represent the desired numerical solution 
of the system (1). If the system (1) has different solutions, 
the initial values assumed for the variables xi act on what 
solution is found, as it is in the usual recurring or iterative 
computing methods. The proposed method can be applied 
to equation systems characterised by any type of algebraic 
functions fi (non-linear, transcendental, exponential, etc…, 
provided that having no singularities within the field of 
values swept till the unknown variable), because, in the 
form of equations (2), they are solved in the terms contain-
ing the derivatives x'i, which can be intrinsically repre-
sented in explicit form. In case of time-differential equa-
tions fi, the method can be applied by some measure on the 
additional terms: this matter requests more careful studies. 
So it can be said in case of not-time- differential equations 
fi = 0. 
If a number k of unknown variables can be directly given in 
an explicit form within the same number k of system equa-
tions (one different variable in each equation), the introduc-
tion of the auxiliary terms, expressed in first order deriva-
tives of the k unknown variables themselves, is unneces-
sary and inappropriate. 
So, if the equations system (1) can be expressed as:    

 
 
 

(1bis) 
 
 
 
 

the set of replacing equations to solve can be: 

 
 
 

(2bis) 
 
 
 

having the advantage of the reduction of the number of 
coefficients ci to preset for the computing process, so sim-
plifying it. 

4  SIMPLIFIED HYDRAULIC APPLICATION 

In order to explain the innovative mathematical method 
proposed by the authors, in the present paragraph the case 
of application of the aforesaid method to a simple hydraulic 
system is analysed. The examined hydraulic system, as 
shown in figure 1, is composed of a tank S having a higher 
capacity (able to assure, in operation, a constant value of 
the supply pressure pS) connected, by means of a pipeline 
(ideally thought without fluid-dynamic losses), with a pres-
sure relief valve VLP ad a hypothetic user U (able to ab-
sorb, or to supply upstream, an assigned flow Qu). Down-
stream the tank S, a laminar-turbulent orifice St is placed. 

 
Figure 1  Schematic of simplified hydraulic system 
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Figure 2  Hydraulic characteristic of the VLP valve  

The pressure relief valve VLP, as shown in figure 2, acts by 
controlling the flow Qvlp, drained to return R, for the pur-
pose of limiting (to an assigned setting FRV0) the maxi-
mum value of the upstream pressure pC1. If the upstream 
pressure pC1 overcomes the aforesaid calibration pressure 
p* (in this case equal to 20 [MPa]), the VLP variable ori-
fice modify its position (Xvlp), in order to drain the exceed-
ing flow and maintain the upstream pressure close to its 
calibration value. The return pressure pR and the tank sup-
ply pressure pS are assigned and constant; also the fluid 















=

=

=
=

0

0

1

1

222

121

)x,x,x(f
   

)x,x,x(f
   

x)x,x,x(f
x)x,x,x(f

nin

nii

ni

ni

KK

KKKKK

KK

KKKKK

KK

KK

Θ

Θ

nnnin

iinii

ni

ni

xc)x,x,x(f
   

xc)x,x,x(f
   

x)x,x,x(f
x)x,x,x(f

&KK

KKKKK

&KK

KKKKK

KK

KK

⋅=

⋅=

=
=

1

1

222

121

Θ

Θ



ISSN 1590-8844 
International Journal of Mechanics and Control, Vol. 08, No. 02, 2007 

 

 46

dynamics characteristics of laminar-turbulent orifice St and 
pressure relief valve VLP are known. Our goal is to com-
pute, as a function of the volumetric flow Qu required by 
the user U, the values of the pressures (particularly the 
pressure pC1 downstream the orifice St in stationary condi-
tions) and flows developed inside the hydraulic system. In 
order to approach in closed form the aforesaid problem, it 
is necessary to solve, contemporarily, all the equations rep-
resenting the considered physical phenomenon; in this case, 
the equations describing the fluid dynamic behaviour of the 
examined system (shown in figure 1), are the following: 
 
 
 
 
 
 
 
 

(4) 
 
 
 
 
 
 
 
 
where, the abovementioned coefficients, are the following: 
RLst , RQst  linear and quadratic resistance coefficients 

of the orifice St  [kg/s/m4] , [kg/m7] 
Avlp effective area of the valve poppet on which 

the differential pressure is active [m2] 
FRV0           calibration preload of the pressure relief 

valve spring  [N] 
KRV             stiffness of the pressure relief valve spring  

[N/m] 
XRVM maximum value of the valve poppet travel  

[m] 
ARV value of the pressure relief valve turbulent 

orifice (it is proportional to the valve pop-
pet position XRV) [m2] 

Cd efflux coefficient of the pressure relief 
valve turbulent orifice [1] 

Φvlp diameter of the pressure relief valve turbu-
lent orifice [1]  

The equations shown in (4) are expressed by means of the 
Matlab (or FORTRAN) syntax, then the operators 
MIN(a,b), MAX(a,b) and SIGN(a,b) have to be intended in 
this way. The equations system (4) is composed by five 
different algebraic equations expressed as a function of 
three unknown variables (in this case the pressure pC1 and 
the flows Qst and Qvlp). Since it is possible to merge (by 
means of simple mathematical operations) the second, third 
and forth equations in a single equation, the system (4) can 
be reduced to an equivalent system (5) composed by only 

three algebraic equations expressed as a function of the 
three aforesaid unknown variables. 

 

 

 

(5) 

 

 

 
 
where ΩARV is equal to: 
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The first and the second equations of the system (5) put in 
relation the flows Qst and Qvlp with the corresponding pres-
sure drops (in other words the differential pressures pS - pC1 
and pC1 - pR), while the last one is the flow continuity equa-
tion; as the pressures pS and pR and the flow Qu are given, 
all the three equations of the system (5) only are functions 
of the pressure pC1. In order to solve the equation system 
(5) in closed form, deducing the corresponding values of 
the unknown variables pC1, Qst and Qvlp, it would be neces-
sary to solve simultaneously all the three equations forming 
the aforementioned system; since the abovementioned pro-
cedure can result difficult to solve (particularly in case of 
non-linearities), this kind of problems is often approached 
by means of numerical approximate solving methods that, 
by a proper computing process (not always intrinsically 
convergent), give the approximate values of the desired 
unknown variables. Applying the proposed pseudo-
dynamic method, it is possible to introduce into the third 
equation of (5) an opportune additive term (expressed as a 
function of the first order time derivative of the unknown 
variable pC1) and so modifying the system (5) obtaining the 
set of independent non-linear equations (6) (no more an 
equation system): 
 
 
 
 

(6) 
 
 
 
 
 
From a physical point of view, the adoption of the above-
mentioned additive term is equivalent to consider the pres-
ence of a hydraulic capacity, located downstream the ori-
fice St, in the physical model itself. 
Computing the hydraulic flow compressibility through a 
fictitious coefficient (that is chosen appropriately in order 
to guarantee the calculation convergence), it is possible to 
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express the temporal evolution of the pressure pC1 as a 
function of net flow that goes into the abovementioned ca-
pacity; in fact, the introduction of a hydraulic capacity al-
low to obtain a corrective term (in this case the first order 
derivative of pC1) proportional to the flows imbalance. By 
that term, the flows unbalance influences the pressure value 
calculated in the following computation step producing its 
convergence towards equilibrium value that satisfies the 
flow continuity equation. 
By introducing an initial value of the unknown variable pC1 
(for example equal to the return pressure pR), the equations 
(6) can be independently solved; the first and the second 
equations give directly the instantaneous value of the flows 
Qst and Qvlp and, by substitution, the third one gives the 
corresponding value of the derivative p’C1 = d(pC1)/dt. 
The derivative p’C1, subsequently, can be time-integrated in 
order to compute the new value of the unknown variable 
pC1 which can be reintroduced in the equations (6), to ob-
tain the new values of the derivative p’C1 (besides the cor-
responding instantaneous value of the flows Qst and Qvlp), 
and so on, as in a time-simulation of the behaviour of a 
dynamic system. The equations (6) have been used to build 
a dedicated computer code in a general purpose language. 
Several simulation have been run (with different values of 
the flow Qu) with the purpose to tests the effectiveness of 
the proposed pseudo-dynamic method. 
The following figures explain the time history of the pres-
sures and flows calculated during the numerical simula-
tions; the transients, which are unnecessary in order to ana-
lyse the stationary performance of the examined system, are 
however reported in order to show the computation con-
vergence towards the corresponding static values. 
Basing the modelling of the system upon a first order 
mathematical model, their stationary conditions are equal to 
the asymptotic values of the corresponding variables (pres-
sures and flows), calculated through the numerical simula-
tions based upon the proposed method; obviously, the so 
obtained stationary values are also solutions of the equa-
tions system (4) or (5). 
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Figure 3 

In figure 3 the case of null flow Qu is considered; the whole 
flow Qst, which flows across the laminar-turbulent orifice 
St, is drained towards return R through the pressure relief 
valve VLP (in fact, their simulated values are asymptoti-
cally equal). The stationary value of the pressure pC1 (about 
23 [MPa]) is correctly lower than the supply pressure pS (in 
fact, flowing across the nozzle, the hydraulic fluid produces 
indeed a pressure drop). 
Using the first equation of (6), it is also possible to verify 
the correct relationship between the calculated flow Qst 
(about 1,4 [l/s]) and the pressure drop pS - pC1. 
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Figure 4 

In figure 4 it is possible to state as, introducing a drained 
flow Qu greater than zero (this means that the user is ab-
sorbing the abovementioned flow), the stationary values of 
pC1, Qst and Qvlp result modified (as regards the previous 
case). As regards the previous case, the absorbed flow Qu 
(in this case equal to 0,5 [l/s]) produces an increase of the 
overall value of flow Qst that flows across the laminar-
turbulent orifice St; such flow increase performs a greater 
pressure drop pS - pC1 and, therefore, reduces the pressure 
value pC1 downstream the aforesaid orifice. This pressure 
decrease modifies the equilibrium of translation of the 
forces acting on the VLP poppet and so reduces the orifice 
stroke XRV (and consequently reduces also the poppet con-
trol area). The contemporaneous drop of pC1 and XRV gives 
rise to a corresponding reduction of the flow Qvlp drained 
across the pressure relief valve VLP. The aforesaid flow 
absorption (Qu) produces a transient that, however, con-
verges asymptotically towards the new stationary condi-
tions shown in figure 4. 
In figure 5 it is possible to state as, increasing further the 
drained flow Qu (in this case equal to 2,5 [l/s]), the station-
ary values of pC1, Qst and Qvlp result noticeably modified; 
the greater flow absorbed by the user, reduces the pressure 
value pC1 under the calibration pressure p* of the VLP and, 
consequently, sets at zero the value of the flow Qvlp (in fact, 
if the upstream pressure pC1 is smaller than the correspond-
ing setting value p*, the pressure relief valve doesn’t ab-
sorb any flow). In this case, since the pressure relief valve 
doesn’t work, the flow Qu (absorbed by the user) is exactly 
equal to what goes through the orifice St. 
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Figure 5 

Figure 6 shows the evolution of the calculated variables of 
the system (towards the corresponding stationary values) in 
case of Qu = 5,95 [l/s]; this case represents a limit condition 
of the examined system, in fact, more elevated values of the 
flow Qu would produce cavitations phenomenons (reducing 
pC1 under the corresponding vapour  pressure value). 
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Figure 6 

Figure 7 shows the case of absorbed flow Qu = 7 [l/s]; since 
such flow is greater than the limit condition value (shown 
in the previous case), cavitations phenomenons are pro-
duced downstream the orifice St (and the pressure pC1 de-
creases up to reach the vapour pressure value). 
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Figure 7 

Figures 8, 9 and 10 show the simulation performed for the 
case of hydraulic system subjected to a backflow Qu  (Qu 
smaller than zero, that is the user forces the flow back 
through the pipeline). In these cases, increasing the value of 
the backflow Qu, both the pressure pC1 and the flow Qvlp are 
consequently increased. 
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Figure 8 
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Figure 9 
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Figure 10 

In figures 8 it is also possible to state as, adopting a back-
flow Qu equal to -0,5 [l/s], the stationary value of  the flow 
Qst results smaller than the corresponding value calculated 
in case of Qu = 0; in fact, the abovementioned growth of the 
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pressure pC1 modifies the equilibrium condition (of the hy-
draulic fluid through the orifice) reducing the correspond-
ing value of Qst. 
The comparison between the results reported in figures 9 
and 10 allows to state how, increasing the backflow Qu, the 
pressure pC1 can be greater than the corresponding supply 
pressure pS (which is assumed constant and equal to 30 
[MPa]) and it is therefore possible to reduce at zero the 
flow Qu or even to obtain a backflow through the orifice St. 

5  HYDRAULIC SYSTEM APPLICATION 

In order to explain the new mathematical method proposed 
by the authors, in the present paragraph a further case of 
application of the aforesaid method is considered. 

The examined hydraulic system, as shown in figure 11, is 
composed of: 
• a fixed-displacement volumetric pump GAQF that sup-

plies a constant flow Qn1, 
• a connection pipeline (ideally thought without fluid 

dynamic losses), 
• a pressure relief valve VLP (already shown in the pre-

vious paragraph), 
• a 4-way continuous positioning control valve SV, 
• a 2-way proportional flow control valve RQ2 (in which, 

in order to assure a load-compensation of the drained 
flow, the pressure compensator (SVP) keeps the differ-
ential pressure across the metering orifice (SM) always 
at a constant value), 

• an adjustable laminar-turbulent orifice St.  

 

Figure 11 

  
 
As shown in figure 12, the abovementioned control valve 
SV consists of a control spool regulating the passing flow 
modifying its position (XSV); in fact, the connection of the 
pressure supply port (S) to an actuator port and, at the same 
time, the connection of the other actuator port to the return 
flow port (R) are performed by means of four adjustable 
turbulent orifice, having variable areas depending on the 
spool position. The actuation ports 1 and 2 are connected 
each other through a pipeline producing a flow proportional 
pressure drop and so represented by a laminar orifice.  

Figure 12  Schematic of control valve spool 

 SM SVP 
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Figure 13 

The 2-way proportional flow control valve RQ2, as shown 
in figure 13, operates in order to assure a load compensa-
tion of the passing flow; in fact, when the valve is within its 
control field, the pressure compensator (SVP), properly 
modifying its port area, keeps always the differential pres-
sure across the metering orifice (SM) at a constant value. 
The equations that describe the fluid dynamic behaviour of 
the aforementioned RQ2 valve are the following: 
 
 
 
 
 
 
 

(7) 
 
 
 
 
 
 
 
 
 
where, the abovementioned coefficients, are the following: 
RLst ; RQst linear , quadratic resistance coefficients of 

the metering orifice SM  [kg/s/m4];[kg/m7] 
ARsvp effective area of the SVP valve poppet  

[m2] 
P* calibration preload of the SVP valve spring  

[N] 
Ksvp stiffness of the SVP valve spring  [N/m] 
Xsvpm maximum value of the valve poppet’s 

travel  [m] 
Wsvp circumferential width of the SVP valve 

orifice [m] 
Asvp value of the SVP valve orifice (it’s propor-

tional to the poppet position Xsvp) [m2] 
Cd efflux coefficient of the pressure relief 

valve’s turbulent orifice [1] 
ρ hydraulic fluid density [kg/m3] 
RLsvp ; RQsvp linear, quadratic resistance coefficients of 

the metering orifice SVP [kg/s/m4];[kg/m7] 

In order to compute in closed form the stationary system 
behaviour, it is necessary to solve, contemporarily, all the 
equations that describe the examined physical phenomenon.  
Also in this case the problem can be approached by means 
of the proposed pseudo-dynamic method; in fact, applying 
the procedures shown in the previous paragraph, it is possi-
ble to introduce, into the system equations composing the 
mathematical model of the considered hydraulic system, 
five proper additive terms (expressed as a function of the 
first order time derivative of the five unknown variables) 
and so modifying the corresponding equations system, ob-
taining a set of independent non-linear equations. From a 
physical point of view, the introduction of the abovemen-
tioned additive terms is equivalent to introduce five hydrau-
lic capacities (called as n1, 2, n2, A and B), properly lo-
cated inside the physical model itself (in figure 11, they are 
represented by five grey dots); in this case the five un-
known quantities are the pressure values characterising the 
aforesaid hydraulic capacities (that is the pressures pn1, p2, 
pn2, pA and pB shown in figure 11). Computing the fluid 
compressibility through fictitious coefficients (that are 
properly selected in order to assure the computing process 
convergence), it is possible to express the time history of 
the unknown variables as a function of the net flows enter-
ing the abovementioned capacities; in fact, the introduction 
of hydraulic capacities furnishes the corrective terms (in 
this case the pressure first order derivatives) proportional to 
the corresponding flows unbalances. By introducing an 
initial value of the unknown variables (in this case equal to 
the return pressure pR), the equations can be independently 
solved (obtaining the stationary values of the pressure and 
the corresponding flows). As it was already shown in the 
previous paragraph, the so obtained equations have been 
used to build a dedicated computer code. Several simula-
tions have been run for the purpose of testing the effective-
ness of the proposed pseudo-dynamic method. The follow-
ing figures show the time history of the pressures and flows 
calculated during the numerical simulations; the transients, 
which are unnecessary in order to analyse the stationary 
performance of the examined system, are however reported 
for the purpose of showing the computation convergence 
towards the corresponding static values. The above men-
tioned computer code allows to modify many operational 
parameters of the considered hydraulic system (in order to 
analyze the behaviour of the proposed pseudo-dynamic 
method in case of non-linear mathematical models and, 
particularly, to test its computing stability and convergence 
rate under mutual interaction between the different un-
known variables acting on the phenomenon). Such parame-
ters are: 
• the supply flow Qn1 generated by pump, 
• the control port area of the adjustable orifice St (through 

an opportune numerical coefficient αSt variable between 
0 and 1; condition of closed orifice are simulated as-
suming αSt = 0, whereas conditions of fully open orifice 
are simulated with αSt = 1), 

• the position of the control valve spool XSV (variable 
between the corresponding values of valve end of travel 
± XSVM; as shows in figure 13, the closed valve condi-
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tion, in which all the valve passageways are closed, is 
corresponding to the centred spool position). 

In figure 14 and 15 it is possible to state as, in case of both 
control valve SV and adjustable orifice St closed (that is 
XSV and αSt  null), in stationary conditions the supply flow 
Qn1 (equal to 1 [l/s]) is fully drained towards return R by 
means of the pressure relief valve VLP. In fact, since the 
abovementioned valves are closed, the whole supply flow 
increases the pressure of the hydraulic capacities n1, 2 and 
n2 as long as the VLP is below its working field and, only 
when the pressure pn1 at last overcomes the VLP calibration 
value p* (in this case equal to 20 [MPa]), such flow is 
drained through the pressure relief valve. The stationary 
values of the pressures pn1, p2, pn2 are the same (see figure 
14) and correspond with the VLP pressure drop that veri-
fies the equality Qn1 = Qvlp between supplied and drained 
flows (see figure 15). 
Figures 16 and 17 show the system behaviour in case of 
supply flow Qn1 = 1 [l/s], control valve SV fully open (in 
which the spool position XSV corresponds to its positive 
end of travel XSVM) and adjustable orifice St closed (αSt  = 
0); since the control valve is able to request a limited flow, 
also in this case a portion of the supply flow Qn1 is drained 
to return through the pressure relief valve VLP. 
In figure 17 it is possible to state how, at the end of the 
transient (when the system pressures are stabilized), the 
values of the flows through the control valve are the same 
(Qsa = Qab = Qbr) and the continuity equation is satisfied 
(Qn1 = Qab + Qvlp). 
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Figure 14 
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Figure 16 

In figures 18 and 19 the system behaviour in case of supply 
flow Qn1 = 1 [l/s], control valve SV closed (null spool posi-
tion XSV) and adjustable orifice St fully open (αSt = 1) are 
shown; in this case the stationary value of the supply pres-
sure pn1 (developed downstream the pump GAQF) is lower 
than the VLP calibration value p*, so that the pressure re-
lief valve doesn’t work and the whole flow is drained to 
return R through the abovementioned adjustable orifice St. 
As the supply flow is lower than the corresponding flow 
control valve RQ2 calibration value, in this case this com-
ponent doesn’t work. 
Figures 20 and 21 show the system behaviour in case of 
control valve SV and adjustable orifice St fully open (hav-
ing the spool position XSV corresponding to its positive 
end of travel XSVM and αSt  = 1); also in such operational 
condition (such as in the previous ones), the supply flow 
Qn1 (equal to 1 [l/s]) passes through SV and St (requiring 
no VLP action). 
In figures 22 and 23 it is possible to state as, increasing the 
supply flow Qn1 to 2 [l/s], even if all the other parameters 
are unchanged, the stationary values of the calculated pres-
sure and flows are modified. The augmented supply flow, 
that should cross the system branches towards R, increasing 
the pressure pn1, causes the VLP working; in fact, in this 
case, the pressure relief valve VLP, in order to control the 
abovementioned pressure pn1, develops a drained flow Qvlp 
reducing the net flows across the SV and RQ2 – St valves. 
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Figure 15 
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Figure 17 
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Figure 18 
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Figure 20 
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Figure 22 
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Figure 19 
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Figure 21 
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Figure 23

CONCLUSIONS 

In conclusion the new method is based upon the computing, 
step by step, of the value representing the unbalance of 
each equation; by means of a proper coefficient, the unbal-
ance term is used to compute the new value to assign to 
each variable to the next step. By the abovementioned new 
value, a new unbalance term can be computed and so a new 
value to assign to each variable and so on, till the conver-
gence is reached. The proposed method is able to solve any 
type of functions forming the equation system, thus being 
widely of general purpose type. In the present work the 
proposed method is validated by applying it on typical hy-
draulic problems. Further works will prove the effective-
ness of the method in other fields: mechanical, electrical 
and structural. 
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