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ABSTRACT 
 

Microrobots are used nowadays in several fields of application, especially in mini invasive 
surgery. However, they are rather difficult to be constructed, and the traditional machining 
tools are not adequate to build their smaller parts. The construction of microrobots is even 
harder if more than one D.O.F. are required, because these systems are more complicated. This 
paper deals with the development of a 3 D.O.F. planar micro platform with a remote system of 
actuation. The new approach of design and manufacturing is based on two innovative 
solutions: a) the adoption of the technologies used to build MEMS, Micro Electro Mechanical 
Systems; b) the introduction of new flexural hinge to develop compliant micro mechanisms. 
The new concept of flexural hinge is described in the paper, also from a theoretical point of 
view. Several examples of possible structures are, then, proposed and analyzed, together with 
their remote wire actuation systems. Finite Element Analysis (FEA) has been also adopted to 
analyze the system performance under small deformations and large deflections. The principle 
of fabrication is, finally, described. The process consists of a sequence of single steps which 
have allowed to achieve an overall maximum size down to 3–4 mm and the minimum 
thickness of the smaller components down to 50 μm. 

Keywords: MEMS, micro robot, compliant mechanisms. 

 
 

1 INTRODUCTION 

Robot miniaturization is a recent topic that has been studied 
with interest for various applications. Among them, mini 
invasive surgery or diagnostic seem very prolific fields for 
micro and nano robots. However, the practical construction 
of such devices is quite complicated. 
Robots equipped with the traditional kinematic pairs 
present the problem of manufacturing and assembling small 
parts. Such parts can be much smaller than the maximum 
overall dimension, let us say two orders of magnitude, and 
so, for example, a system which appears as a mini robot is 
actually a micro robot, or an apparent micro robot can be 
actually a nano robot.  
 

Contact authors: Marco Balucani1, Nicola Pio Belfiore2 

Via Eudossiana, 18, 00184 Rome, Italy 
1Email: balucani@die.uniroma1.it 
2Email: belfiore@dima.uniroma1.it 
 

 
The classical methods based on standard machining present 
some serious limits for the development of micro robots. 
Surfaces are poorly finished, the material is subject to 
involuntary treatments, and some resistance problems may 
also arise, depending on the material used. 
For these reasons the Authors decided to start a research 
program which includes the construction of small robots 
with maximum overall size in the mm range, by using the 
MEMS technology. 
 
1.1 A BRIEF REVIEW ABOUT THE ADOPTED 

TECHNOLOGY 

The MEMS technologies are usually divided in surface and 
bulk micromachining. The surface micromachining, mainly 
processing deposition and etching of different structural 
materials on top of the substrate (e.g. silicon), reaches a 
total thicknesses for the material not higher than tens of 
microns and such thickness is not considered enough in 
order to realize a compliant Micro Robot that can have a 
significant application area. In fact, the interaction forces 
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are expected to reach even the order of units of N. The 
suitable technology for a micro robot must give the 
possibility to work with at least hundreds of microns in 
thickness for the material and, at the same time, to be able 
to use the resolution of the microelectronic lithography 
technique (e.g. 1 micron or better).  
 

 

Figure 1 A SEM view of the Ni nanowires after the 
removal of the porous silicon host material. 

The MEMS silicon bulk micromachining offers such 
opportunity. Moreover, the possibility of integrating 
MEMS bulk micromachining with Nanotechnology allows 
to realize special nano-composite materials with unique 
mechanical, electrical and/or thermal properties. The 
possibility to deeply etch silicon by plasma and/or wet 
silicon etching technique allows to realize a thick mold 
stamp made of silicon where is possible to cast 
thermosetting polymer. Furthermore, it is possible to fill the 
polymer by nanoparticles/nanowires in order to modify the 
mechanical properties or with the inclusion of magnetic 
nanoparticles/nanowires it is possible to make the polymer 
sensitive to magnetic field for example generated by a 
micro-coil. This work represents a first report about the 
project of construction of a 3 D.O.F. Compliant Micro 
Robot by using nanostructured silicon (i.e. porous silicon). 
According to this method, it is possible to realize a 3D 
mold defined by the standard microelectronic lithography 
technique in which a thermosetting polymer is casted. By 
filling partially the pores with a magnetic material (e.g. 
nanowires and/or nanoparticles) and then by casting the 
polymer, it is possible to obtain nanocomposite material 
with magnetic properties that integrated with a micro-coil 
could be used as actuator for the 3 D.O.F. micro robot. 
At present, the research group is building the first prototype 
samples of micro manipulators. All the technological 
procedures can be actuated with no problems. A first 
example of Ni nanowires has been obtained by let it grow 
in silicon porous structures. The corresponding cleaned 

actual nanowires have been obtained by removing the 
silicon structures, as it appears as in Figure 1.  
As far as micro-actuation is concerned, the research group 
is adopting a proprietary technology described in [5] and 
[6]. Figure 2 shows an example of micro-coil entirely 
developed by the team. 

2 A NEW FLEXURAL HINGE 

Compliant mechanisms have been used in the recent past 
for many purposes and they have been appreciated for 
several reasons. Among them the following are the most 
interesting:  
 there are no sub-parts of the system, which consists of 

a whole block; 
 they can be built by using a single piece of material; 
 they have a stable undeformed position which can be 

used as the neutral reference position; 
 mechanical backlash is absent; 
 they can be studied in several ways, using for instance 

non linear FEA, or the classic mechanical theory based 
on continuum mechanics; 

 pseudo-rigid-body equivalent mechanisms can be used 
to analyze, in a first approximation, the relative 
displacements between the most significant parts of the 
compliant system; 

 they can be actuated in many different ways, including 
wire remote actuation. 

 

 
 

Figure 2 An example of thick metal micro-coils obtained 
by using [5] and  [6]. 

These advantages could be very useful also in the field of 
micro-systems. In fact, they seem very well adaptable to an 
approach of construction based on the monolithic one-step 
process of construction. However, the miniaturization of 
this class of mechanisms is afflicted by some serious 
problems, such as, for example, the extreme reduction of 
the smaller sections.  
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As known, compliant mechanisms work under the principle 
that there are two types of sub-parts in the systems: 
 deformable sub-parts with reduced sections; 
 pseudo-rigid sub-parts. 
The latter correspond to the links of a traditional 
mechanism, whose motion is provided by the kinematic 
pairs. The deformable sub-parts are those on which the 
mobility of the system relies. Such portions can be much 
smaller than the others that represent the pseudo-rigid 
bodies. In [1], for example, an in-plane rotary bi-stable 
micro-mechanism is illustrated where a tether has 5.3 μm of 
width, while the body size of the other parts are about 500 
μm.  
 

 
Figure 3 The classical example of a compliant mechanism 
a) and its corresponding pseudo-rigid-body mechanism b). 

 
The pseudo-rigid body equivalent mechanism can be 
obtained by substituting the pseudo-rigid sub parts with 
rigid bodies and by introducing joints in a position which 
represents, as better as possible, the center of the relative 
motion between the connected bodies. The classical 
example is depicted in Figure 3, where the four bar linkage 
ABCD is the pseudo-rigid body equivalent mechanism. The 
revolute pair A is positioned, for example, as much near as 
possible to the point which corresponds to the center of 
relative rotation between the links AB and DA. 
Unfortunately, such center of the relative rotations is not 
constant in the plane, because it depends on the intensity of 
the relative deflections, which are rather larger than in the 
other structures used in traditional engineering. Hence, the 
non-linear theories should be adopted to evaluate the 
relative displacements and deformations. This makes any 
pseudo-rigid body equivalent mechanisms a prediction 
model which is not much accurate because it suffers from 
errors that cannot be neglected in the general case. 
Another approach is represented by the topology 
optimization technology, which can be used to obtain an 
optimal mechanism layout achieving the best overall 
system performance. One recent explanation of this method 
is reported in [4], where one example of compliant MEMS 
mechanism has been proposed with the aid of integrated 
topology and shape optimization. 
Finally, distributed compliance which employs flexural 
links, as described in [3], is a promising approach for 
designing compliant mechanisms for MEMS applications. 
In the present paper, an alternative solution to the 
traditional compliant mechanism is proposed, as previously 

registered in the patent [7], where a new flexural hinge is 
illustrated. A basic principle is therein adopted to introduce 
equivalent revolute pairs into a compliant mechanisms, 
namely, that compliance provides (limited) mobility, while 
geometry provides accuracy.  
The new idea is based both on the selective compliance of 
sub-parts with smaller sections (flexible joints), and on the 
actions of classic conjugate surfaces (kinematic elements). 
With reference to Figure 4, joint k represents a flexible 
subpart delimited by the extreme sections j−k and i−k. 
Blocks i and j represent the two pseudo-rigid links that 
compose the revolute pair i−j. The interface i−j consists of 
a portion of a cylindrical surface whose trace in the plane is 
the circular arc represented in the Figure as the conjugate 
surface i−j. Finally, the center of the conjugate arc is 
positioned within the small region where the center of 
relative rotation of the sections j−k and i−k is likely to be, 
for the allowed deflection status. It can be shown that this 
point can be placed, with a good approximation, in the 
center of the elastic weights of the deformable beam. In the 
Figure, point C represents a possible choice for that 
example. 
 

 

Figure 4 Geometry of the revolute pair. 

This approach allows to improve accuracy in design 
because the centers of the revolute pair conjugate surfaces, 
as for the pair i−j in the Figure, are coincident with the 
relative rotation centers between the pseudo-rigid bodies, as 
the links i and j in the Figure. For the case study reported in 
the Figure, the elastic beam, represented by joint k, does not 
add theoretically any other constraint to the structure. Of 
course, this result cannot be maintained for the whole set of 
deformations because the position of the center of relative 
rotations between the extreme sections of the beam is not 
constant. However, the choice of the center of the beam 
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elastic weights guarantees, at least for small deflections, 
that the over constraints due to the contemporary presence 
of the interface and the elastic beam are minimized. 
 

 
 

Figure 5 Geometry of the first model of 3 D.O.F. planar 
platform. 

3 A NEW METHOD FOR DEVELOPING COMPLIANT 
PLANAR 3 D.O.F. PLATFORMS 

Based on the ideas reported in the previous paragraph, new 
class of mechanisms can be designed by modifying any 
classical articulated mechanisms, simply by introducing a 
flexural hinge, as reported in [7], in place of each revolute 
kinematic pair. In this paper, we will focus our attention 
only of compliant planar 3 D.O.F. platforms which will 
make use of the new flexural hinges. 
This idea, which has been better described in [8], can be 
illustrated by observing the 6 bar linkage ABCDEF 
depicted in Figure 5, which can be assumed as the pseudo-
rigid-body mechanisms of the compliant platform 
composed of the frame link 1, the binary chains 2−3 and 
6−5 and the platform 4. The latter has 3 degrees of mobility 
with respect to the frame link, since the elastic joints are 
replaced by revolute pairs. In fact, Grübler’s formula in the 
plane yields 
  
F = λ (n − 1) – 2 · 6 = 15 − 12, 
 
where λ is the mobility number and n is the number of rigid 
links. 
Four different sets of layouts have been conceived, each 
one with a different remote wire actuation method. 
 

3.1 A BRIEF NOTE ON THE EVALUATION  
OF THE D.O.F. 

Since the developed microrobots are deformable, there are 
infinite degrees of freedoms. However, it can be quite 
satisfying to evaluate the D.O.F. of the corresponding 
pseudo-rigid-body equivalent mechanism.  
In compliant mechanisms, the number of independent 
actuators can be different from the number of D.O.F. In 
fact, the existence of the neutral configuration would allow 
also a null number of D.O.F. for simply static use, losing 
any control capacity. By using only one actuator on the 
structure, the manipulator would assume only one sequence 
of configurations, and the only control variable would be 
the force intensity at the wire. In any case, if the number of 
actuators is less than the number of D.O.F., the platform 
cannot be perfectly under control, because there would be 
less free parameters than required in order to define the 
configuration. Finally, a number of wire actuators greater 
than the D.O.F. would introduce a certain grade of 
redundancy in actuation and control, but this wouldn’t be a 
problem since the simultaneous action of the actuators 
could be optimized and redundancy could be used to 
increase precision.  
 

4 PRESENTATION OF THE FOUR GROUPS WITH 
DIFFERENT GEOMETRY 

The first two groups of structures have been conceived with 
the aim of including, within the constructing process of the 
robots, all the wires, as sub-parts of the unique block which 
forms the compliant micro-robot. Therefore, for these 
cases, there is no need to attach any wire to the 
corresponding pseudo-rigid links, simply because the wire 
is already part of the pseudo-rigid link. In the third and 
fourth groups, the structures are built without including the 
wires, so postponing the procedure of wire attaching later. 
This procedure adds another phase to the whole process but 
has the advantage of simplifying the former step. 
 
4.1 THE FIRST GROUP 

The first group of platforms is represented in Figure 6, 
from a) to d) with different sizes. For this group there are 3 
actuating wires, two attached to the base hinges and one 
directly attached to the platform. 
The central wire can control the downward translation of 
the platform, while the upward direction is obtained by 
pulling both the lateral wires. Platform can rotate by pulling 
only one of the wires attached on the base hinge 
 
4.2 THE SECOND GROUP 

The second group of platforms is represented in Figure 7, 
from a) to d) with different sizes. For this group there are 4 
actuating wires, one more with respect to the previous 
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group. There is one grade of redundancy, which can be 
managed by the control algorithm by minimizing, for the 
desired configuration, the sum of the wire tensions. In this 
group of structures, there are two wires attached to the base 
hinges and two that are attached on the links that are 
adjacent to the platform. Platform translations are obtained 
by pulling selectively one pair of symmetric wires, for 
example, as in the previous case, the upward translation is 
obtained by pulling both the lateral wires which actuate the 
base hinges. Platform rotations are obtained by pulling the 
wires asymmetrically. 
 
 

a

b

c

d

 
 

Figure 6 Geometries of 3 D.O.F. planar platforms 
belonging to the first group: from a) to d), models with 3 

cables and decreasing overall dimensions. 
 
 
4.3 THE THIRD GROUP 

The third group of platforms is represented in Figure 8, 
from a) to d) with different sizes. For this group there may 
be from 0 to 5 actuating wires, depending on the wire 
attached in corresponding of the circular attaching zones. 
One cable is attached directly on the platforms, which will 
make downward translations easier. Redundancy will 
depend on the choice of the number of attached wires. 
Rotations and translations can be obtained by actuating, as 
for the previous groups, the wires either symmetrically or 
asymmetrically. 
 
 
 

 

a

b

c

d

 
 

Figure 7 Geometries of 3 D.O.F. planar platforms 
belonging to the second group: from a) to d), models with 4 

cables and decreasing overall dimensions. 

 

a

d

b

c

 

 
Figure 8 Geometries of 3 D.O.F. planar platforms 

belonging to the third group: from a) to d), models with 
decreasing overall dimensions and a different wire 

attaching method. 
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4.4 THE FOURTH GROUP 

The fourth group of platforms is represented in Figure 9, 
from a) to d) with different sizes. For this group there may 
be from 0 to 6 actuating wires, depending on the wire 
attached in corresponding of the circular attaching zones. 
Two cables are attached directly on the platforms, which 
will makes easier not only downward translations but also 
the rotations, since the attaching points are positioned at a 
certain distance from the geometric center of the platform. 
Redundancy will depend on the choice of the number of 
attached wires. Rotations and translations can be obtained 
by actuating, as for the previous groups, the wires either 
symmetrically or asymmetrically. 

5 FINITE ELEMENT ANALYSIS ON THE FOUR 
GROUPS OF STRUCTURES 

The structures proposed have been analyzed before starting 
the phase of construction. The idea of using traditional 
analysis methods to study compliance in mechanisms has 
been used many times in the last decades. As for only 
representative example, in [2] a precision MEMS-based six 
degrees-of-freedom (DOFs) manipulator has been 
presented and the analysis has been based mainly using 
flexible beam theory and FEM modeling. 
Some solid models have been built and then prepared for 
FEA. The constraints have been placed on the bottom of 
the base links. For the first two groups, the traction force 
due to the cable tensions has been modeled as a negative 
pressure acting on the section of the cable. For the other 
two groups, a traction force has been introduced directly on 
the pseudo-rigid links in order to simulate the action of the 

attached wires. Finally, pressure forces have been added to 
the surfaces of the conjugate elements that get in contact. 
The structures have been assumed to be in nylon, while the 
mesh has been automatically generated by imposing an 
adequate accuracy in analysis. Loads have been imposed to 
remain reasonably within the linear behaviour of the 
material. 
 

 

5.1 FEA OF THE FIRST GROUP 

With reference to Figure 10, this platform seems to have 
the advantage of a reasonably large range of vertical 
translation. The main drawback is a smaller range of 
angular variations of the platform orientation. 
 
5.2 FEA OF THE SECOND GROUP 

With reference to Figure 11, this platform seems to behave 
very similarly to the one presented in group 1. The platform 
vertical translation capacity is similar, while the rotation 
attitude is a bit greater but still quite limited. 
 

  
a) b) 

 

Figure 11 View of the 3D model with 4 cables:  
a) unloaded structure; b) the structure under the effect of 

the applied load (treated with FEA). 

a

b

c

d

 

Figure 9 Geometries of 3 D.O.F. planar platforms 
belonging to the fourth group: from a) to d), models with 

decreasing overall dimensions and a different wire 
attaching method. 

 
a) b) 

 

Figure 10 View of the 3D model with 3 cables:  
a) unloaded structure; b) the structure under the effect of 

the applied load (treated with FEA). 
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a) b) 
 

Figure 12 View of the 3D model with different way of wire 
attaching: a) unloaded structure; b) the structure under the 

effect of the applied load (treated with FEA). 

 
a) b) 

 

Figure 13 View of the 3D model with different way of wire 
attaching: a) unloaded structure; b) the structure under the 

effect of the applied load (treated with FEA). 

 
5.3 FEA OF THE THIRD GROUP 

With reference to Figure 12, this platform seems to have 
behaviour similar to the one presented in group 2. The 
platform vertical translation capacity is similar, while the 
rotation attitude is a bit greater. 
 
 

5.4 FEA OF THE FOURTH GROUP 

With reference to Figure 13, this platform seems very 
promising, because FEA showed that the platform vertical 
translation capacity and the rotation attitude are greater 
than  in the previous cases. 
 

6 PROTOTYPES FABRICATION 

A group of prototypes has been built by using standard 
microelectronic lithography technique. Figure 14 represents 
a picture of the photographic film which has been used to 
obtain different 3D molds on porous silicon with the use of 
positive photoresist. The actual dimension of the imprinted 
areas are compared to a ruler with one mark per mm.  
After a standard lithographical step, two ways to realize the 
device have been followed. One consists of the processing 
of the silicon wafer in plasma etching, which forms the 
stamp for the following polymer molding. The other one 
consists of the procedure reported in [5] and [6]. 
 

 
For the sake of completeness, it is worth noticing that the 
research group is testing other possible construction 
techniques. For example, another way to employ the silicon 
mold consists in its use in metal electrodeposition.  
According to this technique some prototypes were obtained 
by using copper electrodeposition, one of which is 
presented in Figures 15. Finally, by using RIE (Reactive 
Ion Etching) technology on a 50 μm silicon wafer, some 
prototypes were obtained, as depicted in Figures 16 and 17. 
 
 
 
 
 

 
 

Figure 14 Comparison between a ruler and a group of 
microrobot projections on the photographic film. 

 
 

Figure 15 Prototype obtained by using copper 
electrodeposition. 
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7 CONCLUSIONS 

This paper has presented an attempt to enlarge the horizons 
in the realm of MEMS/NEMS-based multi D.O.F. Micro 
Robots. A new flexural hinge is presented which allows the 
construction of multi D.O.F. micro robot with planar 
technique with no need of cumbersome assembly 
procedures. Non-linear FEA has shown that this solution is 
feasible for the sake of the required function. Finally, it has 
been proved experimentally that there are several 
construction techniques which can be employed for the 
specific applications and some prototypes have been 
presented. 
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Figure 16 Silicon prototype (50 µm thick). 

 
 

Figure 17 Silicon prototype (50 µm thick). 
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ABSTRACT 
 

This contribution reveals some problems concerning the use of holonic manufacturing systems. 
These regard both the design and implementation phases and they can be discovered since the 
system analysis. A new Petri net based model is proposed for the holonic system organized 
according to the Contract Net Protocol coordination scheme. Certain weaknesses are 
discovered both at the model and implementation levels and some solutions are sketched. 
These are illustrated with a case from an experimental manufacturing environment that could 
exemplify the problems regarding the resource sharing and holons’ coordination. 
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1 INTRODUCTION 

To face the present requirements of manufacturing 
environments some control architectures have been 
proposed, like the intelligent control schemes, holonic and 
multiagent systems. One problem with these approaches is 
the lack of a theoretical background that should guide the 
analysis, design and implementation phases, they being 
often conducted in a heuristic manner. The present 
contribution aims at identifying some problems that can 
occur when ad-hoc solutions are used to carry out the 
manufacturing planning and controlling methods, and at 
proposing certain solutions for solving them. 
Within the range of manufacturing control schemes, the 
Holonic Manufacturing Systems (HMSs) have a privileged 
position. Among their advantages, the adaptive, autonomous 
operation, the optimal resource use and real-time response to 
fast demands and environment changes are to be mentioned. 
All these stem from a specific combination between 
hierarchical and heterarchical control approaches [1], the 
way an HMS is able to reconfigure itself so that the 
available resources can be optimally used and the 
asynchronous, continuously received manufacturing goals 
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can be in-time solved. PROSA is a reference holonic 
architecture, which is frequently used and we considered, 
too [1], [2]. 
PROSA holonic scheme identifies the types of entities 
(holons) and specifies their main connections. The holons’ 
relations rise new subjects to think about, regarding the 
coordination protocol, the way planning and execution have 
to be mixed, the specific constraints to be considered in 
various phases of system deployment so that certain HMS 
performance can be guaranteed. These aspects are 
discussed in the present contribution, which is organized as 
follows. First, the HMS approach is briefly presented and 
the problems to be tackled when using it are commented. A 
Petri Net (PN) model for a generic holon is proposed, in 
two stages: first a simplified, high level version, then a 
more detailed one. This is followed by some information 
regarding the implementation, which complete the good 
operation conditions discussed in the previous section and 
give some illustrative examples regarding an experimental 
manufacturing system. Finally, a few conclusions are 
derived. 

2 MAIN ISSUES OF A HOLONIC SCHEME 

A few guideline points for HMS design and 
implementation have been already established [2], [3], [4], 
[5]. In the proposed approach, each holon is a composite 
entity, possibly distributed, incorporating a software agent 
as its deliberative part and a structural component as an 
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operational part [3]. Thus, the aggregation process required 
in the holonic system takes place within the structural 
component, which can be either a physical device – like it 
often happens with the resource holons, or a holarchy 
formed with other holons, which is usual for an order or a 
product holon. 
One can adopt some coordination principles from 
multiagent systems, as the HMS should involve several 
agents interacting during the manufacturing cycle. 
Meanwhile, certain differences exist between a multiagent 
system and an HMS [4], [5]. In the holonic approach, the 
agents’ construction and communication must be 
appropriately adapted. The main points of the considered 
solution are: 
 Each holon contains an agent that has to solve the 

planning phase and guide the control actions. 
 The agent reasoning mechanism is the BDI scheme [6], 

which provides certain benefits regarding the adaptive, 
fault-tolerant operation. 

 The coordination procedure is the Contract Net Protocol 
(CNP), commonly used in agent based systems, which 
was modified and enhanced to fit the HMS 
requirements [4], [7], [8]. 

A central issue for HMS regards the holarchy formation. 
This is a goal driven process: as soon as a new 
manufacturing order appears and must be solved, a 
holarchy should be organized. It will comprise one or more 
order holons, depending on the relation established between 
a production order and the goals to be solved by the HMS. 
A common case is when each order is related to one or 
more manufacturing goals, and the proposed scheme 
considers an order holon to be in charge with solving each 
goal. Then, starting from this order holon the 
corresponding holarchy must be organized (see Fig. 1). The 
order holon launches a certain number of  goals (sub- goals 
of the originating goal) that will represent various 
production activities. These are taken over and solved by 
one or more product holons, those possessing knowledge 
on the respective production operations. The product 
holons will further apply for the resource holons’ 
cooperation, namely to carry out the activities related to 
each production function. The resource holons’ operation is 
still a goal driven one, as they are activated by the tasks to 
be solved decided and announced by the product holons.  
 

 
Figure 1 A holarchy determined by an order holon  

regarding a single pallet. 

Furthermore, a resource holon can itself launch a goal when 
it is able to solve only part of a task issued by a product 
holon and it asks the cooperation of other resource holons. 
The scenario corresponding to the holarchy organization of 
Fig. 1 regards a manufacturing environment considered for 
experiments [9], which contains two industrial robots, a 
conveyor, a computer vision system, a machine tool and 
several storage devices. The manufacturing orders refer to 
obtaining distinct pallets or stacks of pallets, so that two 
product holons are implied. One is able to manage the 
operations regarding the achievement of pallet stacks, while 
the other knows how a specified pallet layout can be 
attained. Namely, until 16 parts can be placed on a pallet, 
and the pallet arrangement can differ depending on the 
parts’ positions and the parts’ types (the parts are of 5 
types). Fig. 1 illustrates a holarchy (that will be further 
considered) obtained when a manufacturing order for 
obtaining a single pallet with a specified layout is handled 
by an order holon. One can see how a holarchy can contain 
sub-holarchies. 
It is clear that for the manufacturing order processing in an 
HMS the CNP can be the right strategy to be involved: a 
goal provider holon (in fact its agent as the decisional 
component) acts as a manager, while the holons that can 
solve the goal or part of it are making bids, meaning they 
act as contractors according to the CNP coordination 
scheme. Thus, the main principle for the holarchies’ 
formation is established: each time a manufacturing order 
appears, this is split in goals and sub-goals until the 
elementary manufacturing operations are identified and 
ready to be done by the resource holons. Though the 
mechanism seems to be simple, some issues have to be 
further clarified: 
 How several holarchies are formed and operate 

simultaneously when the HMS has to face several 
manufacturing orders. In fact, even a single order can 
impose a large number of goals/sub-goals and the 
coordination mechanism must be properly designed. 

 Taking into account the above mentioned point, one has 
to consider the possibility of deadlocks and infinite 
loops and find the means to avoid them. 

 The optimal solution is not always guaranteed at the 
CNP application [7], so that the holarchy formation 
must be based on certain specifications that should lead 
the operation towards the optimal results for the HMS. 

The next sections of this contribution provide some 
answers to these problems. 

3 A MODEL FOR HOLONIC COORDINATION 

To surpass the problems of HMS design and 
implementation a specific modelling and analyzing 
methodology is needed. With respect to this, the PN model 
has been sometimes used [10], [11], [12] but one can 
remark that some open problems are still present. Thus, the 
strategy described in [10] does not clarify the entire HMS 
organization, but it mainly takes into account the relation 
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between a product holon and some resource holons that are 
making bids for the respective product holon; meanwhile 
the relation between the planning and execution stages is 
not fully specified. The model proposed in [12] does not 
make the connection with the planning phase, and the 
relation with the CNP is only briefly treated. In a real HMS, 
one or more order holons must be considered and several 
links are established between these holons and the 
product/resource holons implied in solving a manufacturing 
order. Nonetheless, the case when the same kind of holons 
are implied in a hierarchical relation has to be tackled, as 
the situation when a resource holon needs the cooperation 
of other resource holons (for example, in our 
manufacturing environment a robot resource holon can 
send goals to be solved by the computer vision system, the 
storage device holons or by other robots). Then, the bids’ 
transmission and their selection by the manager have to be 
treated in all the cases, namely when there is one or more 
offers for the same goal, and these are sent/received 
asynchronously. The modelling method must support the 
case when several holarchies simultaneously co-exist and 
their safe operation must be determined. All these problems 
are not handled or only partially solved by the HMS models 
so far. 
The model proposed in this paper takes into account the 
above mentioned problems and the necessity to combine 
the CNP as the problem decomposing mechanism with the 
BDI reasoning procedure that has its role in plans’ selection 
and solution finding. Moreover, an agent based 
programming implementation allows the interleaving 
between planning and execution. The first level PN model 
for an agent that operates as the holon’s deliberative 
component is depicted in Fig. 2. 
 

 

Figure 2 A PN model for the basic holon activities. 
 

While the common PN notation is used [13], various places 
represent the agent’s states and the transitions embody the 
events. The significance of the three places is: P1 is the 
agent idle state, P2 is the agent’s planning state and P3 
represents the agent’s execution phase. The considered 
transitions are: t1 represents an event of receiving a goal, t2 
appears when the agent sends goals to be solved by other 
holons (this happens when it acts as a manager), t3 regards 
the event of bids’ sending (this refers to a moment when 
the agent acts as a contractor), t4 represents the event when 
the agent receives a contract that was awarded as a 
consequence of a previous bid or the message that its bid 
was not selected, t5 represents the event of a 
control/execution operation end, t6 represents the event of a 
bid reception as a consequence of a previously issued goal, 

t7 refers to an event launched when the execution phase has 
to be resumed, and t8 regards an event issued from the 
planning stage when the holon acting as  a manager  
notifies the unselected contractors so that they should be 
able to deallocate their resources. 
At the first decomposition level this model reflects the 
agent activity phases within the holon operation. Thus, an 
agent enters the planning phase as soon as it receives a goal 
to solve (transition t1). First, it tries to solve the goal by 
itself acting as a contractor, and two follow-ups are 
possible in an enhanced form of the CNP [4], [8]. It finds a 
solution and continues with sending a bid (transition t3) or 
it cannot find any solution for the respective goal and again 
sends a bid, representing the negative answer (this event is 
represented by t3 too, because only the parameters being 
transmitted are modified). The second continuation regards 
the case when the agent can solve only part of the goal, 
which makes it to send some goals/sub-goals to the other 
holons (transition t2); depending on the received bids 
(transition t6) it will be able to continue with one of the 
above mentioned transitions, by passing through the 
planning phase (place P2).  
The other agent’s stage, the execution one, appears after a 
contract awarding (transition t4) and it will be followed by a 
transition to the idle state when a control sequence is 
ended. This is to be understood as the agent is only sending 
the main control parameters and commands towards the 
holon structural component. For example, in the case of the 
resource holons this structural component may be a robot 
controller, a PLC controlling a machine tool, etc. It is the 
role of the structural part to carry out a specific control 
algorithm. For the order and product holons, the execution 
phase is composed of activities regarding messages’ 
submission toward the agents representing contractors that 
have to carry out the decided plans. This analysis shows 
that in all the cases a single continuation is possible from 
the holon execution, namely the idle state. One has to 
understand that the way an execution is ended in the 
manufacturing environment with success or failure should 
be reflected by an appropriate message sent to the agent (an 
event), modelled by the transition t1 regarding the 
appearance of a new goal. 
It may be the case that a plan execution implies a sequence 
of actions. After launching an action the agent passes to the 
idle state (by transition t5), enabling the consideration of 
further activities (for example, a planning phase regarding 
another goal). When the necessity to continue the execution 
appears, the event modelled by the transition t7 will lead 
again the agent to the execution stage. These explanations 
show how our model is able to represent the planning and 
execution interleaving, as an important feature of the agent 
based HMS operation. 
In our model a special meaning has the idle state. It is the 
only situation when the agent can take into consideration a 
change in its environment. Both events regarding 
modifications in the manufacturing process, as detected by 
the sensorial systems of the resource holons (various 
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sensors can be included into the structural component of a 
resource holon), and also events regarding the other agents, 
as their messages that have to be received (e.g. a new goal 
that must be processed) can be taken into account in the 
idle state. This means that a holon is able to monitor its 
environment in a quasi-continuous manner. When a change 
appears, after being detected by a sensorial component, it is 
considered by the deliberative part (the agent) only if this is 
already in the idle state, or after finishing the on-going 
planning or execution phase.  
The model of Fig. 2 has to be properly understood 
regarding the way a holon can process several goals in the 
same time; these will be in different stages of their 
evolution. The initial marking of the PN is with one token 
in the place P1 and no tokens in the other places (first the 
holon’s agent is in the idle state). The agent’s activity is 
started when the first goal is received, this leading to a 
transition to the planning state. If after that moment one or 
more goals appear, they will be judged in sequence only 
when the agent is freed from a planning or execution stage, 
being again in the idle state. In fact, the goals 
asynchronously sent to the agent are kept in a queue. Even 
so, the model of Fig. 2 is correct, as the head goal in the 
queue will launch the transition t1, as soon as the agent has 
paused or finished the operations on a previously received 
goal. This multi-goal operation of its agent makes the holon 
analysis more difficult and some further explanations can 
be given by considering a more detailed model. 
Fig. 3 is a refinement of the PN modelling the agent 
operation within a holon. Again the general case is 
considered, namely the respective PN is valid for all the three 
holons’ types, with a few differences for the order holons that 
will be finally identified. In this model the places represent 
both states and preconditions of certain events. Thus, when a 
goal has been received (the transition t1 represents the 
submission of a goal from the exterior of the holon, because 
we can also discuss about internal issued goals, namely the 
transition t8), it will be processed when the agent is in the idle 
state (place P0). Now the model can take into account the 
receiving of several goals – the transition t1 produces tokens 
for the place P1. According to the BDI reasoning mechanism  
 

a further condition for a goal treatment is the existence of at 
least one plan to be related with the respective goal, this 
requirement being modelled by the place P2 (the BDI 
mechanism is providing tokens in the place P2). Fig. 3 shows 
the three possible cases regarding the goal processing: 
 if the agent has a plan that entirely solves the goal, the 

transition t2 will be fired; 
 if the agent’s plan can only partially solve the goal, the 

transition t9 is activated; in this situation the agent, 
which is contractor for the current goal, becomes also 
manager for the part of the goal it cannot solve and the 
part of the PN starting with P8 models this further 
application of the CNP; 

 if the agent has no solution for the present goal a return to 
the idle state follows, started by the transition t16; namely, 
the state represented by the place P4 is determining a 
negative answer (a bid with a negative cost) that is sent 
towards the manager originating the goal (the transition 
t17); in the BDI mechanism even in this case a plan must 
exist, which explains why t16 has P2 between its input 
places. 

The place P3 regarding the state when the agent has found a 
complete solution for a goal is linked with the transition t3 
representing the event of sending a bid towards the 
manager that issued the respective goal. The idle state that 
follows this transition is the unique situation that represents 
the agent waiting for an event that will launch a new 
agent’s processing activity. We preferred to repeatedly 
draw this place (P0) in the PN to make it more 
comprehensible. The transition t5 nicely represents how the 
holon execution is started (the execution state is modelled 
by the place P6) after a whole solution was found for a 
goal, only if two conditions hold: the agent is in the idle 
state and it was awarded the contract after the firing of 
transition t4 (as with t1, this transition has no input place 
because it regards an event that is not originated from an 
agent’s state, but from the exterior of the agent). Another 
possibility to resume execution is when an event regarding 
the necessity to continue an already approved plan with its 
further actions appears (transition t19). If the agent receives a 
message announcing it that was not selected (transition t20) it 

 

Figure 3 A detailed PN model for a holon applying the CNP coordination mechanism. 
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continues with a state of resource deallocation (place P12). 
Now, this extended PN reveals the two cases regarding the 
execution ending. If this is finished successfully the 
transition t6 leads towards the idle state. When the 
execution fails, the transition t7 conducts the agent towards 
a state allowing the generation of internal goals (this event 
is represented by the transition t8). The treatment of these 
newly generated goals should eliminate/surpass the 
consequences of the execution failure. 
As already mentioned, the part of the PN starting with the 
place P8 regards the situation when the agent has to play 
both the manager and the contractor role in the CNP. The 
agent is trying to complete a bid and it sends certain goals 
to be solved by other holons (transition t10). An externally 
generated event (transition t11) representing a bid reception 
can conduct towards the state when the agent acts as 
manager and is selecting the bids (the place P10). The 
continuation from P10 is dependent on whether a complete 
solution was found or not, through the transitions t15 and 
t14, respectively. These transitions determine also the 
messages sent to the agent’s contractors that were not 
selected so that they should deallocate their resources and 
be able to participate in solving other goals. 
As already remarked, the PN shown in Fig. 3 can represent 
all the types of holons. A few changes appear for an order 
holon that is the first to receive a manufacturing order. The 
corresponding agent would never be a contractor, but only 
a manager. Thus, the respective PN does not contain the 
places P5, P11, P12 and the transitions t4, t5, t20, t21, and t22, 
while the output place of transition t3 becomes P6.  
The developed PN can be used to analyze the holon’s 
performance. A correct holon operation is obtained if the 
marking with a token in the place P6 is reachable from the 
initial marking (as drawn in Fig. 3, the initial marking is 
characterized by a token in P0 and no tokens in the other 
places). One can notice that the respective reachability 
condition holds if the agent is not kept in one of the three 
possible loops: P0 t16 P4 t17 P0, P8 t10 P0 t12 P10 t14 P8 and P0 
t12 P10 t13 P0. These loops correctly reflect the wrong 
operation situations regarding: goals that were not provided 
with solving plans, sub-goals that indefinitely do not 
receive a complete solution as only incomplete bids are 
made, and respectively sub-goals that cannot be finalized 
due to the lack of bids, for example when some resources 
are missing. Certain real cases that reflect such 
circumstances in our manufacturing environment are 
commented in the next section, and some solutions are 
provided, too. It is to mention that the developed PN model 
may enable other characteristics of the HMSs to be 
analyzed. 

4 IMPLEMENTATION ISSUES AND EXPERIMENTS 

The holonic concept finds an efficient implementation over 
the multi-agent platforms [5], [14]. In our design and 
implementation (further details can be found in [3], [4], [8]), 
the JACK agent intelligent platform is used [15]; it offers 

the needed support to apply the holonic method. This 
section completes the already discussed issues regarding 
the HMS operation with some conditions to be considered 
at the agents’ implementation. These were established in 
order to avoid the problems being identified in the 
modelling phase and in the testing experiments. 
In the planning process, a holon that plays the manager role 
(e.g., an order or a product holon) can determine an 
operation or a set of operations for an identified or non- 
identified object. In the considered manufacturing 
environment such an object can be a raw part or a semi-
product that will be involved in a specified operation to 
form the needed product. The operation can refer to a 
transport, processing, storing or an assembling action. 
These activities are carried out by the resource holons. No 
matter the object is identified or not, because sometimes the 
same operation can be fulfilled by more resources, some 
drawbacks may appear (like the loops mentioned in the 
previous section) conducting to certain conditions to be 
imposed on the product and resource holons. 
Let us consider the two situations regarding the use in the 
planning phase of identified or non-identified objects. 
When the object is designated by an identifier and a piece 
of information about its situation (as with the holon owning 
an object), a problem can still appear on the optimal 
solution. It is possible that several objects with certain 
identical properties exist, but only one of them can lead to 
the optimal solution. It happens that the product holon 
which is the manager does not possess knowledge to 
choose the right object. To avoid this, the product holon 
must consider the whole set of objects, and propose the 
same goal for each of them; after that, it can be able to select 
the optimal bid, as transmitted by the resource holons that 
should have more precise information on each action’s cost. 
In the second case, the product holons propose goals 
without indicating a specific object. This time the resource 
holons, those that can accomplish the goal, will have to 
select the right object. For this situation, in certain 
conditions the optimal solution may be not reached, or even 
no solution obtained. To easily understand the problems 
that can appear, let us consider the actual case of the 
storage device resource holons. A goal with a non-
identified object for the respective holons can refer to 
finding an object with certain characteristics, or a free 
position to be filled in. When the resource holon makes an 
offer, the object or location is locked. Thus the respective 
entity is no longer available for another bid. Only if the 
offer is not used in the manager’s planning process, the 
implied entity is unlocked.  
This behaviour of the storage device resource holon can 
limit the solution space when it could make bids to several 
managers, and also when such manager holons can propose 
the same goal. Furthermore, the storage holon cannot make 
a difference between more goals and/or sub-goals referring 
to the same operation. An illustrative example from our 
manufacturing environment is the one sketched in Fig. 4. 
Here the goal initiated by the product holon named 
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Pallet_PH (see the holarchy of Fig. 1, too) is to move a 
black, non-identified object into the indicated rectangle 
location on the storage device. The arrow marked with c 
indicates that the final position is locked by the holon 
Pallet_PH. For this goal, two robots try to find a black 
object in their working area (its presence and location are 
not identified), asking the cooperation of the storage holon 
(the storage device is placed within an area that is 
accessible to both robots). If this sends a single bid to one 
of the two robots, then the other robot cannot make a bid 
for the respective goal, even if the cost that it is able to 
offer would be the best (e.g., its handling and part moving 
operations can be done in a shorter time in comparison with 
the other robot). 

 
Figure 4 A scenario illustrating the problems for a 

collaborative solution. 
 

The optimal solution can be obtained if the Pallet_PH 
holon receives bids from both robots’ holons. To make this 
possible, as well as to solve the other above mentioned 
issues, some conditions must be fulfilled: 
 the operations defined for the non-identified objects 

must be labelled by the product holons with a unique 
default object identifier; the holons that receive goals 
can make  the difference  between  the default and real 
object identifiers based on a specific flag, or the 
object’s location that is stated or not; 

 every sub-goal issued by the resource holons must hold  
the  object’s identifier;  for the  non-identified objects, 

the location must remain blank if the holon is not the 
one that holds the respective object; 

 when a resource holon that holds a needed object makes 
an offer it must assert the object identifier to the real 
one; moreover, when more goals with the same mark 
arrive at the same holon from different managers, they 
will get the same object in their bids. 

Using these conditions, for the above example (see Fig. 4) 
both robots receive an identical bid from the storage device 
resource holon (regarding the available part), and both can 
calculate the cost for the bid they are supposed to make to 
the manager holon (the pallet product holon). Only thus our 
HMS can reach the optimal solution. 
Another kind of drawback was detected by simulated and 
real-life conducted experiments. This is about possible 
infinite loops or partial deadlocks. They appeared when the 
same type of resource holons acted as managers for a 
common goal. It is to remark that such a situation is already 
highlighted by the proposed PN model, too. It regards the 
loop that can appear between the places P8 P0 P10 P8 when 
there is no received bid through the transition t11. 
Considering the example presented in Fig. 4, if there is no 
black part for the current goal in the manufacturing 
environment, both robots will try to collaborate hoping that 
when acting as managers they can receive assistance from 
the other robot to solve the goal. This infinite loop is 
represented by the dotted arrow between robot holons in 
Fig. 4. In this case, the solution to avoid the loop is to make 
use of the above presented conditions, so that each holon 
having the manager function be able to notice this kind of 
loop. The detection is possible by using the objects’ marks. 
The agents’ holons interaction diagram for the above 
example, when using the mentioned conditions, is captured 
in Fig. 5. The product holon Pallet_PH has two goals. The 
first goal is to reserve a final position for a black part (this 
is marked in the diagram of Fig. 5 as being of type E), and 
after that  to transfer the part in the  position that was found 

 

 
 

Figure 5 The inter-agent holon communication for the planning and execution phases. 
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(position P11 in the diagram). The holon Pallet_PH marks 
the needed part with an identifier (the label 77 in the 
diagram). For the second goal, the robot resource holons 
obtain the same bid from the single storage device holon 
(Storage_RH) which includes the real object’s identifier 
(this is the label 26). In the respective experiment the holon  
Pallet_PH  has chosen the bid of the holon Robot1_RH as 
being the best, thus finalizing the goal. 
Fig. 5 contains the agents’ message exchange for the 
execution phase, too. One can see how the manager holon 
sends messages on contract un-awarding, and how the 
holons that received the contracts carry out their actions 
and finally send confirmation messages. It is to notice that 
for the execution phase, an awarded contract determines the 
updating of the necessary information; for example, in our 
case the storage device holon updates its knowledge base 
regarding the release of a location and a new object that 
was stored. 

5 CONCLUSIONS 

By combining a theoretical sound model with 
systematically conducted design and implementation 
phases the HMS approach can become a real solution for 
the industrial control systems. In the presented 
methodology the difficulties regarding the way the 
decisional and control mechanisms are distributed over 
several holons could be surpassed by complying to a 
certain deployment cycle: an adequate model is derived, 
then the constraints that the model imposes for a safe and 
optimal operation are taken into account, and finally these 
are adapted and extended as needed at the design and 
implementation stages. Thus, the originality of this 
contribution regards both the new PN model that addresses 
all the types of holons and reflects the holons activities and 
the holarchies’ formation, together with the way this model 
is applied by considering specific implementation 
mechanisms for the holons’ agents. 
The already made experiments, which have only briefly 
presented in this contribution, show two conclusions. First, 
specific constraints must be taken into account so that the 
HMS should be able to find a solution to any kind of 
manufacturing goal and then so that this to be the optimal 
one. Secondly, it is clear that an HMS determines better 
results in comparison with a classical approach (an 
improved adaptability to new and fast changing orders, a 
shorter manufacturing time, and a better resources’ use). 
Further experiments are planned for well chosen scenarios 
that could allow a clear comparison with a classical control 
scheme, and an improvement of the PN model is expected, 
too (the consideration of the coloured PN is supposed to 
better model the HMS processing of several goals). 
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OPTIMIZING PARAMETERS OF TRAJECTORY REPRESENTATION 
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ABSTRACT 
 

For effective use of learning by imitation with a robot, it is necessary that the robot can adapt 
to the current state of the external world. This paper describes an optimization approach that 
enables the generation of a new motion trajectory, which accomplishes the task in a given 
situation, based on a library of example movements. New movements are generated by 
applying statistical methods, where the current state of the world is utilized as query into the 
library. Dynamic movement primitives are employed as the underlying motor representation. 
The main contribution of this paper is the optimization of dynamic movement primitives with 
respect to the kernel function positions and over the entire set of demonstrated movements. We 
applied the algorithm to a robotic throwing task, where the location of the target is determined 
by a stereo vision system, which can detect infrared markers. The vision system uses two 
Nintendo Wiimotes for cameras. 

Keywords: generalization, optimization, dynamic movement primitives 

 
 

1 INTRODUCTION 

One of the issues in modern robotics is the problem of 
trajectory generation and modulation [4]. Manipulation of 
objects at arbitrary locations in the 3D world requires the 
robot to either learn all the movements, which is difficult as 
the learning space to explore is huge; to modify the 
previously learned trajectories; or to generalize from 
existing knowledge [13, 5, 15]. 
Different approaches have been utilized for modulating 
learned trajectories. Different approaches include also 
different representations of the trajectory. The 
representation of the trajectory is crucial for an effective 
algorithm [6]. Among the simplest is the storing of large 
time-indexed vectors [10]. Alternatively, more compact 
representations can be constructed by using interpolation 
algorithms such as spline fitting or storing only via-points 
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[13]. Hidden Markov Models (HMM) are one of the 
possibilities [2], which can be effectively utilized for the 
modulation and also generalization. Another approach is 
the use of Gaussian mixture models [3]. 
One of the approaches is to utilize nonlinear dynamic 
systems as a basic motor representation. The approach 
utilizes a set of nonlinear differential equations, which can 
approximate arbitrary trajectories, and are termed dynamic 
movement primitives or DMPs [9, 8]. Researchers have 
shown that by changing the underlying differential 
equations, dynamic movement primitives can also be 
modified in several ways to modify the approximated 
trajectories, e.g. as in [14]. These modifications have to be 
implemented by an expert, and cannot be utilized 
autonomously. 
Generalization from a library of learned movements, on the 
other hand, can autonomously generate new trajectories to 
account for differences in the external world. Different 
approaches exist in the generalization, for example one can 
use HMMs [2] or DMPs [5]. In our approach we use the 
DMP representation. The parameters of DMPs include the 
number of kernel functions, their distribution over the 
course of the movement, and their width. It is common to 
use a linear distribution over the course of the trajectory, 
and kernel functions of uniform width. 
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The main purpose of this paper is twofold. Firstly, we want 
to experimentally evaluate a methodology for generalizing 
example trajectories on a dynamic task with explicitly non-
intuitive connection between the final movement position 
and the query point. An example of such task is robotic 
throwing, where the final position of the robotic arm, and 
the landing spot of the projectile are not directly related. 
Secondly, and this is the emphasis of the paper, we want to 
show that we can optimize the used dynamic movement 
primitives representation in kernel function locations and 
widths to achieve better trajectory approximation. 
In the next sections we first introduce the DMPs in Section 
II. We then explain the generalization algorithm and the 
optimization of kernel function locations and width in 
section III. In Section IV we present a demonstration task 
of throwing a ball with a robot to a target position. 2 
Nintendo Wiimotes are used for a stereo vision system to 
determine the location of the target. A summary is given in 
section V. 

2 DYNAMIC MOVEMENT PRIMITIVES 

In this section we give a brief overview of the DMPs, 
which were first introduced in [9, 8]. 
For a single degree of freedom denoted by y, which can 
either be one of the internal joint angles or one of the 
external task space coordinates, the following system of 
linear differential equations with constant coefficients has 
been proposed as a basis for motion specification 
 

 ( ( ) )z zz g y z     , (1) 

 y z  . (2) 

 
The parameters ,z z  and   are positive constants and 

with 4z z   this system has a unique attractor point 

at , 0y g z  . 

Equations (1) and (2) ensure convergence of y towards g, 
and can be used to realize discrete point-to-point 
movements. To encode an arbitrary trajectory we modify 
(1) with a linear combination of kernel functions. A linear 
combination of kernel functions is given by 
 

 1

1

( )
( )

( )

N

i ii
N

ii

x
f x x

x













, (3) 

where 
 

 2exp( ( ) )i i ih x c    . (4) 

 
ci are the centers of the kernel functions, distributed along 
the trajectory, and hi > 0. The variable x, which we call "the 
phase variable" is used in (3) instead of time. This way we 
avoid direct dependency of f on time. The dynamics of x is 
governed by 

 

 xx x   , (5) 

 
with an initial value (0) 1x  . x tends towards 0 as time 

increases. Here it is important, that x is not predefined but 
evolves over time with the integration of (5), and can be 
modified to account for perturbations and disturbances 
[14]. Considering (1) – (2) and (5) we now have a system 
of differential equations 
 

 ( ( ) ) ( )z zz g y z f x      , (6) 

 y z  , (7) 

 
which can be used to approximate discrete movements. As 
x tends towards 0, the influence of the term ( )f x  decreases 

over time and system (6) – (7) converges to  T0, g , just as 

in (1) – (2). x also localizes the kernel functions along the 
trajectory that needs to be approximated. The resulting 
control policy, given with (5) – (7), associated with 
variable y, defines what is called a dynamic movement 
primitive (DMP).  

3 GENERALIZATION 

3.1 REPRODUCTION FROM A SINGLE 
DEMONSTRATION 

Any smooth movement trajectory can be estimated by 
adapting the parameters iw  of (3). Triplets of sampled 

desired positions, velocities and accelerations are required, 

 ( ), ( ), ( ) , 1, ,d j d j d jy t y t y t j T   , where jt  are the 

sampling times. The trajectories can be obtained by 
kinesthetic guiding or human demonstration. The data can 
be in joint or Cartesian space and each degree of freedom is 
described by its own dynamic system. The two differential 
equations from (6) – (7) can be rewritten in a single 
equation by replacing z  with y   to get 

 

 2 ( ) ( )z z zy y g y f x         , (8) 

 
where f is defined as in (3) and (4). We thus get 
 

 2( ) ( ) ( ) ( ( )),j d j z d j z z d jF t y t y t g y t         (9) 
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f w  (10) 

 
and obtain the following set of linear equations 
 
 Xw f , (11) 
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which needs to be solved to estimate the DMP describing 
the desired motion. For discrete movements, as is our case, 
the matrix X is 
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1 1
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X  (12) 

 
The parameters w can be calculated with the above system 
of differential equations in a least-squares sense. Such 
batch approach is common for discrete movements. 
 

3.2 GENERALIZATION OF DISCRETE MOVEMENTS 
All sampled trajectory points included in the training data 
set can be used. The number of training points is often 
large, so it is important to apply an efficient method to 
estimate them.  Locally weighted regression (LWR) is a 
nonparametric regression method that fits local models to 
nearby data [1]. It has lower computational complexity than 
many other nonparametric regression methods, such as 
Gaussian process regression [11]. Using LWR and for a 
given query point q, the optimal parameters can be 
calculated directly from the available data by weighting the 
objective function 
 

 (q) ( (q , w), f ) ( (q,q ))k k kk
C L K d  . (13) 

 
Based on (11), local models are characterized by 
 

 
2

( (q , w), f ) X w fk k k kL    . (14) 

 
Thus we need to minimize the objective function 
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M

k k k
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K d
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 X w f q q  (15) 

 
with respect to w. K is in this case the kernel function, and 
d is the metrics in the space of query points q. The 
weighting kernel is defined by 
 

 
3 3(1 | | ) if | | 1

( )
0 else

d d
K d

     
  

 (16) 

 
because this way it has finite extent and continuous first 
and second derivatives. Other types of kernels exist [1]. K 
and distance d in the space of query points determine the 
influence of each example movement on the final estimate 

of the control policy. The influence of separate example 
movements diminishes with the distance to the query point. 
If query points are in Euclidian space a standard Euclidian 
distance can be used 
 

 ( , ) ( ) , diag( ), 0k k i id a a   q q D q q D .(17) 

 
We determined ai so that at least two examples in each 
direction of the query point were relevant for the 
calculation of the new DMP. 
The proposed approach is appropriate only if example 
trajectories smoothly transition as a function of query 
points. Otherwise nearby data does not provide information 
about the movement associated with the new query point q. 
Besides w we also estimate the parameters τ and g. This 
means that the function 
 

 : , ,T Tg   G q w  (18) 

 
which is in general unknown, needs to be smooth. This is 
usually the case if the robot uses the same strategy to solve 
the task in different situations.  
 

3.3 OPTIMIZATION OF KERNEL FUNCTION 
LOCATIONS AND WIDTH 

The accuracy of trajectory reproduction depends on the 
parameters of the DMPs. This is valid for simple 
reproduction of a single trajectory, and for the generation 
of new trajectories with the use of generalization. 
One of the possibilities of increasing the accuracy of 
reproduction is with increasing the number N of kernel 
functions. This has unwanted side-effects, as it also 
increases the computational cost [6]. An even greater issue 
when increasing N is the width of the kernel functions h. A 
general rule that can apply is that for accurate reproduction 
there should be many and narrow kernel functions, and for 
a less accurate reproduction, they can be few and wide [14]. 
Another issue is the location of kernel functions. For a 
given N we can apply a linear distribution of the kernel 
functions over time, which results in the following 
distribution over x: 
 

 
1

exp( )
1i x

i
c

N
 
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. (19) 

 
The width hi of separate functions is determined by 
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2
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In this paper we show how we can optimize the width and 
location of kernel functions for a predetermined number of 
kernel functions. 
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To choose the number of kernel functions we started with a 
small number and kept increasing it until the error of 
reproduction for a demonstration trajectory - at a set kernel 
function width and with a linear distribution of their 
locations - is below a selected threshold. This does not 
ensure the optimal number of kernel functions and higher 
accuracy could still be achieved. For example, it might 
happen that using 25 kernel functions would ensure better 
accuracy then using 20 kernel functions. But using 25 
kernel functions with optimized width and locations would 
ensure an even greater accuracy, etc. So at one point we 
have to simply decide on a number. 
To optimize the width and locations of kernel functions we 
minimize the criterion 
 

 11
( )

M

ii
f x

 , (21) 

 
where function f1 is determined with the average error of 
reproduction in discrete time samples 
 

 2
1 ,0
( ) ( ( ) ( ))

T

i i i demot
f x y t y t


   (22) 

 
yi,demo is determined with (5) – (7) , i=1,…, M and M is the 
number of demonstration trajectories of the movement 
library. 
Kernel function locations and widths have to be optimized 
for each of the degree of movement separately, i.e. if we 
generalize movement in joint-space of the robot, we have to 
perform optimization (and generalization) for each of the 
joints separately. 
To minimize criterion (21) we use unconstrained 
minimization, which is for our functions computationally 
expensive. This is not a problem as we only have to run this 
procedure once (for each degree of movement) and can 
then use the results in the generalization of movements. 

4 THROWING EXAMPLE 

4.1 EXPERIMENTAL SETUP 
To demonstrate the performance of the approach for the 
synthesis of a very dynamic task, we considered the task of 
throwing a ball to a target location with a robot. Robotic 
throwing has been studied in the past. Simple throwing was 
demonstrated already in [7], where the authors always 
performed throwing to the same target and not to a 
changing target as is the case in this paper. 
Throwing depends on both the positional part of the 
movement and especially on the velocity and the release 
time of the ball. We considered planar throwing with the 
target location changing in two dimensions, namely the 
distance of the target from the robot and the height of the 
target. Because we can freely rotate the base of the robot, 
we can describe throwing in the entire 3D space. The 
experimental setup is shown in Figure 1. 
 

 
 

Figure 1 Experimental setup for the throwing example. 2 
Wiimotes were attached to the Mitsubishi Pa-10 robot to 

act as cameras, which can detect an IR marker. 
 
In our throwing experiment we used a 7 degrees of freedom 
Mitsubishi Pa-10 robotic arm. We used one degree of 
freedom for orientation of the robot and three joints for the 
throwing. To determine the target location we implemented 
a stereo 3D vision system that can detect and track an IR 
marker. For the vision system we used two calibrated 
Wiimotes, as is described in detail in [12]. The vision 
system was also used to determine the plane of throwing, 
i.e. to orient the robot towards the marker. 
The target location, i.e. where the ball is supposed to land, 
is the query point into the library of demonstration 
movements. We recorded a set of 24 throwing examples 
within the field of view of the Wiimotes and within the 
range of throwing of the robot. We did not estimate the 
release time because the ball was not held firmly by the 
gripper, but detached from the hand due to the dynamics. 
The repeatability of the throwing was itself 2-3 centimeters. 
The radius of the ball was ~ 7 centimeters. 
 

4.2 EVALUATION 
We evaluated the generalization of throwing by measuring 
the throwing error for a set of targets within the 
demonstration area. The results are presented in Figure 2, 
where the targets for the demonstration throwing are 
presented with stars and the targets for the evaluation with 
dots. The error of throwing was between -10 and +10 cm, 
while most of the area is within ±4 cm, which is practically 
within the measuring and the repeatability error. Negative 
values represent too short throws and positive values too 
long throws. 
The error of throwing is highest in the upper left corner of 
the evaluation area. This is because at that part the 
generalization algorithm takes into consideration mostly the 
demonstration trajectories for shorter throws. The number 
of trajectories taken into consideration for generalization is 
determined with the parameter ai from (10), which we 
determined empirically. A different value could be used for 
the right-hand side of the demonstration area as there the 
demonstration trajectories are spaced further apart. 
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In fact, the demonstration trajectories were spaced evenly 
apart, but the vision system, which was calibrated up to two 
meters from the robot, returned incorrect values for targets 
further away. This proves not to be a problem as the 
demonstration points are associated with values from the 
same vision system as the query points. Even though the 
target is in reality closer to the robot, than what the vision 
system it is telling it, the algorithm compares to the values 
used in the demonstration, and throws at that distance. This 
effectively compensates for the error of the vision system.  
 

 
Figure 2 Accuracy of throwing. The stars are the training 

targets while the dots show the query points for 
generalization. For evaluation purposes the robot executed 
three throws at each target and we calculated the average 

throwing error from the desired target (query point). 
Negative values represent too short throws while positive 

values represent too long throws. 
 

4.3 OPTIMIZED VS. LINEARLY DISTRIBUTED 
KERNEL FUNCTIONS 

In this section we show the difference between the use of 
optimized and linearly distributed kernel functions. The 
number of kernel functions was deliberately kept low at 
N=15 so that the difference between trajectory 
approximations for the optimized and the linearly 
distributed kernel functions is more obvious. 
It is important to keep in mind that the optimization tries to 
find the best solution for the entire set of demonstrated 
movements. This means that in average the results will 
improve, but it is not necessary that all the trajectories from 
the demonstration set will be approximated better. 
As we can see from Figure 3, the optimization procedure 
changes the locations of the kernel functions. The kernel 
functions are spaced closer together at the section of the 
discrete movement, where most of the “action” is 
concentrated. For our case this section is the middle of the 
movement. 
After the optimization the kernel functions are changed not 
only in location but also in width as can be observed from 
Figure 4. We can observe that the kernel functions are 
closer together and narrower in the middle of the movement 

and further apart and wider at the start and end of the 
movement. This is in accordance with expectations, as most 
of the “moving” in the set of the demonstrated movements 
happens in the middle of the move. We should take into 
consideration that this kind of optimization and 
generalization are only applicable if all the trajectories have 
roughly the same characteristics. 
 

 
Figure 3 Locations of kernel functions for a linear 

distribution (red) and after optimization (blue). 
 

 
Figure 4 Kernel functions for linear (top) and optimized 

distribution over the course of the movement. The 
difference in width and locations is obvious. In the 

optimized distribution the kernel functions are closer 
together and narrower in the middle part of the movement, 

as there is where most of the “action” is happening. 
 
Figures 5 and 6 show the difference in approximation of 
two trajectories from the demonstration set. Both 
trajectories show movement of the first robotic joint used 
for throwing in the experiment. Figure 5 shows the results 
for a throw relatively close to the robot and Figure 6 for a 
medium distance. Each figure shows the entire movement 
and two sections where the difference between the 
optimized and linearly distributed approximations is most 
obvious and critical. As we can see from both figures, the 
optimized trajectories ensure better approximation. The 
results are conditioned with a low number of kernel 
functions, and increasing the number of kernel functions 
would decrease the error of approximation. 
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Figure 5 Difference between the demonstration example 

and approximations with linear and optimized kernel 
positions for a target close to the robot. The trajectory 

approximated with optimized kernel function locations and 
widths is presented with the dotted red line. The 

demonstration trajectory is presented with the thin black 
line. The approximation with a linear distribution of kernel 

functions is presented with a solid blue line. The 
trajectories are for only one joint of the robot. 

 
Figure 6 Difference between the demonstration example 

and approximations with linear and optimized kernel 
positions for a target at a medium distance from the robot. 

The trajectory approximated with optimized kernel function 
locations and widths is presented with the dotted red line. 

The demonstration trajectory is presented with the thin 
black line. The approximation with a linear distribution of 

kernel functions is presented with a solid blue line. The 
trajectories are for only one joint of the robot. 

 
 

 
 

Figure 7 Sequences of still images of throwing at a target close to the robot (top) and far from the robot (bottom).  
Note the different time stamps which show that throwing further results in a much faster execution of the movement. 

 
 
Figure 7 shows the execution of two throws for targets near 
to the robot (top) and further towards the edge of the 
throwing range (bottom). As we can see from the different 
time stamps, throwing further is executed much faster, and 
the robot reaches further. Note that the ball releases the 
hand because of the dynamics of the motion and not 
because it is released. 
 

5 SUMMARY 

In the paper we have shown effective use of a 
generalization algorithm to generalize a dynamic task of 
throwing, which has a very non-explicit connection 
between the query point and the final position of the 
movement. We performed throwing at desired locations 
with a robot. The accuracy of the throwing was in parts of 
the demonstrated area even better than our ability to 
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measure the landing spot. The accuracy can be further 
improved with changing the distance from the target for 
generalization (ai). In our case we could try different 
distances for short and long throws. 
We expanded the generalization algorithm with an 
optimization of the kernel functions locations and widths, 
to achieve better approximation results. The results have 
shown a clear improvement of the approximation over the 
entire range of throwing when the locations and the width 
of the kernel functions were optimized. 
Determining the appropriate number of kernel functions 
remains a problem and in the future we will have to rethink 
the solution also in light of the Locally Weighted 
Projection Algorithm [16]. 
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ABSTRACT 
 

The paper describes the result of a theoretical and experimental research activity oriented to the 
design and realization of a low-cost pneumatic unit able to drive bows in relative motion 
respect to strings in bowed musical instrument. Pneumatic technology reduces costs and the 
proportional control allows the flexible programming of motion laws. The unit is specifically 
conceived to support laboratory tests of interest of violin makers and researchers. Results of 
specific experiments are collected and discussed.  
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1 INTRODUCTION 

The aim of design and construction of musical instruments 
is, of course, the achievement of desired sound results in 
terms of amplitude, tone, timbre and, more in general, of 
sound quality. Like any final phase of products 
construction also for musical instruments testing is 
foreseen. More in general, experiments and tests on 
stringed instruments need musicians to play: the result is 
consequently related to the characteristics of the player, 
because repeated actions are necessarily influenced by the 
human response. For this reason various devices and 
equipments conceived to play in automatic way (bowing 
machines) has been studied and proposed.  

In particular, bowed instruments are played putting in 
relative motion the bow on the strings: in order to explore 
the performance of the built stringed instrument several 
different bowing gestures must be mechanically 
reproduced. In fact, different bowing gestures or 
articulations give the violin a range of different sounds. 
The differences are chiefly in the transient sounds at the 
beginning and end of the notes, and in the envelope: the 
way the sound varies over time. 

In the middle of a long, sustained note, each vibration of the 
violin string and each cycle of the sound it produces are 
nearly identical to the one that preceded it. The string 
undergoes Helmholtz motion (steady state condition). 
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 However, much of the interest in violin sounds comes from 
the transients: the short lived effects at the beginning and 
end of each note. 
To the violinist, these are achieved by different articulations 
or bowing styles. 
In particular: 
 vibrato: consists on a small cyclic movement of one of 

the left fingers on the string - changes the pitch of the 
note played. It also changes the timbre. This timbre 
vibrato is very important to the characteristic sound of 
the violin; 

 tremolo: in this movement the bow remains in contact 
with the string, but the bowing direction is changed 
rapidly. The rate of bowing is usually left to the 
performer so, in a violin or cello section, a tremolo 
note will have usually have bows moving in random 
phase; 

 sul tasto: in Italian “sul tasto” means “on the 
fingerboard': the string is bowed over the fingerboard, 
near the end. This position produces a sound with 
weaker high harmonics than normal playing (bow 
between fingerboard and bridge) and much weaker 
than other positions (e.g. sul ponticello). This 
condition is similar to flautando, which has a sound 
somewhat like that of a flute: less strong in high 
harmonics and with a little broad band sound as well;  

 sul ponticello: in Italian “sul ponticello” means “on 
the bridge”. Bowing the string over the bridge, it is 
virtually impossible to set up stable, regular 
Helmholtz motion, and rather easy to excite, at least 
briefly, some harmonic Helmholtz motion. This gives 
a peculiar and irregular sound, showing a lot of high 
harmonics; 
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 spiccato: the Italian word “spiccato” means “marked”. 
The bow lands percussively on the string and remains 
in contact while it is drawn across a little. The attack 
(the initial transient) is not as rapid as in col legno, 
because the bow hair is softer than the wood. Further, 
there is time for the bow to provide some continuous 
input of energy before it 'bounces' off the string;  

 pizzicato: means “plucked with the finger”. The fleshy 
ball of the finger is used, rather than the nail. Once the 
string is released from the finger, there is no effective 
mechanism for putting more energy into the string 
(although violinists may try to prolong the sound by 
adding vibrato with the left hand). The corresponding 
sound has a moderately large magnitude initially, but 
decays rapidly away; 

 collé: in French “collé” means 'glued'. The lower part 
of the bow (which can exert more force) strikes the 
string rapidly. The sound builds up rapidly at the start 
of each note, and then slows smoothly before lifting 
off; 

 
Table I - Time histories corresponding to different 

articulations 

Articulation Acoustic Response 

Vibrato 

Tremolo 

Sul tasto 

Sul ponticello 

Spiccato 

Pizzicato 

Collé 

Col legno 

 col legno: is an unusual articulation. In Italian “col 
legno” means “with the wood” and that is just what 
the violinist does, playing the string with the wood of 
the back of the bow and making a rattling sound on 
the string. The magnitude of the sound then decreases 
rapidly, because the wood does not input energy 
effectively as it is dragged over the strings. 

Examples of acoustic responses corresponding to different 
articulations are collected in Table I.  
The testing must be oriented to check the performance 
repeatability under cyclic relative motions between bow 
and string. Problems related to mechanical bowing of string 
instruments have been studied by several researchers, in 
order to eliminate the subjective human influence on the 
sound produced. Different mechanical devices have been 
proposed in order to substitute players with automatic units. 
Raman (1920) moved the violin beneath the bow, Saunders 
(1937) suggested mechanisms with actuated celluloid discs, 
Meinel (1937) and Rohloff (1940) proposed McLennann 
(1995) compact and continuously moving belts electrically 
driven. More recently mechanized and electronically 
controlled devices has been proposed and cited at paragraph 
III. 
The solution discussed hereafter is based on a pneumatic 
actuation system, electronically controlled, able to drive an 
actual bow: its mechatronic features allow an easy and 
flexible programming of the motion law. 

2 PROBLEM FORMULATION 

Relative motion between bow and strings is related to the 
attacks of the bow: specific studies about measurement of 
bow motion and bow force in violin playing (Askenfelt, 
1986). In addition, instantaneous velocities and 
accelerations are variables unconsciously by players and 
could be managed by bowing machines.  
Bow motion is not only related to the musical technique but 
to mechanical and physical phenomena related to the 
contact between horsehairs and violin strings: these 
phenomena depend on the size and shape of bows and 
violins, and to the local forces applied by the player by 
means its wrist and indirectly from bow to string. A flexible 
approach able to manage gradients of velocities and 
accelerations and to instantaneously modify forces is 
reached applying pneumatic technology. 
 

 
 

Figure 1 Fundamental variables. 
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The main problem is the governor of the bow, including 
structural, kinetic and dynamic aspects. Fig. 1 sketches the 
fundamental variables: force applied on the string (F), 
distance between bridge and contact (x) and bow velocity 
(v). Distance and velocities depend on the articulation of 
the bow on the strings. Force is imposed by the wrist of the 
musician. In order to define the low motion it is necessary 
to know the 3D trajectories of the bow: Hodgson plots are 
used in the present study [1]: these plots are usually 
available in orthographic back projection (x-z plane and x-y 
plane).  Fig. 2 reports an example of these plots. 
 

 
Figure 2 Examples of Hodgson plots. 

 
The red dot indicates the position of the frog at the 
“present” moment (i.e., at the end of the selected time 
interval). The black line corresponds approximately to the 
bow-hair ribbon from the frog to the tip, ignoring the 
bending of the hair at the bow-string contact point. The 
trajectory history of the bow frog is indicated by a blue line, 
shown as solid and fat when the bow was in contact with 
the string, thin and dotted otherwise. In the background, the 
bridge, string positions and string crossing angles are 
shown (see close-up for more detail), forming the 
functional context of the displayed bowing gestures. The 
string crossing angles (dashed lines) subdivide the space 
into 4 angular zones associated with the bowing of the 
different strings. The zones are indicated with different 
colours: blue (E string), green (A string), yellow (D string) 
and red (G string). 
This approach has been followed in various specific 
researches involving gestures in musical events [2, 3, 4, 5 
and 6]. 
From the mechanical point of view, the string displacement 
can be modelled through the equation: 
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Maximum string displacement ym and maximum force on 
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where vb is the bow velocity, xb is the distance between the 
contact point of bow and string from the bridge, f is the 
frequency, μ the mass for unit length, c the wave velocity 
propagation and the product μc represents the characteristic 
string impedance. 
This variable must be carefully considered designing the 
motion control of an automatic unit. Mechanics of contact 
between bow and strings has been subject of specific 
studies [7]. 

3 STATE OF THE ART 

Equipments playing violins or bowed instruments are 
proposed by different researchers: Sobh et al. [8] developed 
experimental robot musicians, where a violin is set up with 
two bows controlled by two servos and twelve fingers 
(solenoids). Servos are attached to bows of the violin. They 
move the bows back and forth across the violin strings. 
Chia et al. [9] proposed “RoboFiddler”: the main aim of 
that project was to design and build a robotic system that 
plays the violin correctly and accordingly to a given set of 
musical notes. The project design centres on the real violin, 
where the playing techniques and tone production were 
closely researched and adopted.  
The physical features of the violin mainly determine the 
design dimensions of the prototype. It includes the bowing 
arm system for the violin right hand bowing technique, the 
fingering mechanism for the violin left hand fingering 
technique, and the control system for driving the actuators. 
The bowing arm system uses two servo motors to control 
the bowing angle and pressure on the strings respectively. It 
also uses a DC motor to control the bow speed and 
direction. 
Therefore the system actuates in a three degree of sliding, 
tilting, and lifting motion, where the bow interacts with the 
violin string, causing it to oscillate thus producing a true 
violin sound. 
Finally humanoid robots able to manipulate bows and play 
violins are studied, designed and realised in Japan [10]. 
In general three relative motions between bow and strings 
must be performed: bow translation, rotation (modification 
of the attack angle) and different distance from the bridge. 
A low cost solution is describer hereafter. 
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4 EXPERIMENTAL SETUP 

The proposed unit is essentially based on pneumatic 
actuators, electronically controlled. Main advantages with 
respect to electric servo systems are essentially identified 
in: 

 low-cost, simple and reliable technology; 
 operation in very similar conditions to actual ones; 
 low noisy; 
 simplified programming.  

The linear motion of the bow is generated by means a linear 
pneumatic actuator driven by flow-control proportional 
valve. Position feedback is obtained by magneto-strictive 
transducer embedded to the actuator.  
The proportional valve is controlled by a dedicated 
electronic unit interfaced to PC. Fig. 3 reports an overall 
view of the unit. The instantaneous attack angle and the 
relative distance between bow and bridge are modified by a 
swivel-linear pneumatic actuator (Fig. 4): both motions can 
be actuated and controlled separately or simultaneously: in 
the present application first solution is recommended.  
 

 

Figure 3 Pneumatronic unit. 
 

 
 

Figure 4 Swivel-linear actuator. 

 
Main features of this device are: 

 high repetition accuracy thanks to cushioning 
components with fixed stop (1); 

 swivel angle can be infinitely and accurately set; 
 mechanical gearing between the stop element and 

swivel; 
 prevention of movement of the stop system under 

load (2 by position sensing (2), sensor retainer (3) 
and stop lever (4)); 

 compact sensing of the swivel motion via 
proximity sensors (by piston rod (5), slot for 
proximity sensor (6) and precision end position 
(7)); 

 adjustment angle scale (8); 
 swivel motion of up to 270°; 
 linear motion of up to 200 mm stroke; 
 high rotational energy during swivelling thanks to 

directly mounted, self-adjusting shock absorbers; 
 supply ports at one end for quick, clear-cut tubing 

connections; 
 high precision thanks to re-circulating ball bearing 

guide; 
 compact sensing of the linear position using 

proximity sensors; 
 precision adjustment of the end positions, after the 

lock nut is loosened; 
 easily presetting of the required angle using the 

scale. 
This device supports axially the instrument and allows both 
the rotation and the variation of distance between bridge 
and bow. Details on the connections to the musical 
instrument are shown in Fig. 5. 

  
 

Figure 5 Connections between instrument and  
swivel-linear actuator. 

  
 

Figure 6  Details of bows. 

Another significant mechanical aspect concerns the 
generation of the force applied to the bow, strongly 
influencing the contact force between bow and strings. As 
previously cited, this force is really generated by the wrist 
of the player; in the proposed pneumatronic unit it is 
produced by a spring, embedded on the original frame 
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designed to support the frog (Fig.6), taking into account the 
evolution of forms ad dimensions of this component form 
baroque to modern design. 
The difference almost certainly results from the different 
ways in which the bow is held in these instrument families: 
violin/viola/cello players hold the wood part of the bow 
closer to the palm, whereas gamba players use the opposite 
orientation, with the horsehair closer. The orientation 
appropriate to each instrument family permits the stronger 
wrist muscles (flexors) to reinforce the strong beat. 
Fig. 7 reports details of the proposed mechanical wrist and 
its connection to other components of the unit. The elastic 
force can be adjusted modifying the relative position of the 
two ends of the spring. In this way after each motion cycle 
the force can be changed.  
 

  

  

Figure 7 Details of the bow support. 
 
An improvement involving pneumatic muscles is under 
development: the goal is to control in real time also the 
generated force, correlating the actual force to the bow 
motion. A view of the assembled unit is shown in Fig. 8. 
 

 
 

Figure 8 Overall view of the unit. 

5 MOTION RESULTS 

The motion of the bow is generated through DZH 32-500 
pneumatic cylinder (by FESTO): the elliptic shape of the 
piston avoids uncontrolled axial rotations.  It is driven by 
MPYE 5-1/8” flow-control proportional valve (by FESTO). 
Position feedback is realized by external magneto-strictive 
position transducer. Details of these devices are collected in 
Fig. 9. 
 

  

Figure 9 Details of pneumatic devices. 
 
Improvements of this architecture are, at present time, 
under development, involving rod less pneumatic axis with 
integrated position transducer. 
The electronic control is committed to SPC100 controller 
(by FESTO), interfaced to PC (Fig. 10). This unit is able to 
compare theoretical and actual positions generating the 
electric signal to proportional valve. In addition, the 
dynamic response is optimized thanks to selection of 
internal control parameters and to internal velocity and 
acceleration feedbacks. 
 

 

Figure 10 SPC100 controller. 
 

Table II - Example of programmed sequence 
Statement Description 
N0 G62 X Quick Stop  

N10 G08 X10 Acceleration ramp to 100% of the max. value 
N20 G09 X10 Deceleration ramp to 100% of the max. value  

N30 G01 X100 FX1 Move at 100 mm with 10% of the max. speed 
N40 G01 X150 FX8 Move at 150 mm with 80% of the max. peed 
N50 G01 X100 FX6 Move at 100 mm with 60% of the max. speed  
N60 G01 X150 FX6 Move at 150 mm with 60% of the max. speed 
N70 G01 X100 FX7 Move at 100 mm with 70% of the max. speed  
N80 G01 X150 FX7 Move at 150 mm with 70% of the max. speed  
N90 G01 X100 FX8 Move at 100 mm with 80% of the max. speed  

N100 G01 X 150 FX8 Move at 150 mm with 80% of the max. speed  
N110 G01 X100 FX7 Move at 100 mm with 70% of the max. speed  
N120 G01 X150 FX7 Move at 150 mm with 70% of the max. speed  
N130 G01 X100 FX6 Move at 100 mm with 60% of the max. speed  
N140 G01 X150 FX6 Move at 150 mm with 60% of the max. speed 

N150 M30 Repeat 
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The device is interfaced and synchronized to the digital 
control related to the axial motion of the instrument under 
test. The motion law can be programmed as function of the 
articulations to be simulated. Programming code is 
particularly user-oriented: an example of code is collected 
in Tab. II. 
Results of cyclic motion laws are reported in Fig. 11: 
nominal values are compared to actual values and detailed 
analyses about motion errors or local instability phenomena 
(Fig. 12) can be performed. 
 

 
 

 
 

Figure 11 Example of dynamic responses. 
 

 
Figure 12 Instability phenomena. 

6 ACOUSTIC RESULTS 

In order to validate the performance of the proposed 
mechatronic equipment acoustic acquisitions of sound 
generated by violins played by a musician are compared to 
the corresponding acquisitions under mechanical actions. 
Fig. 13 shows the acoustic time history and the 
corresponding frequency response function acquired on a 
standard violin played by a musician on the D4 note. 

Fig. 14 collects the same results playing the violin by the 
mechatronic equipment, emulating the sequence of motions 
generated by the player.  Time histories are only apparently 
different: the comparison of FRFs show a good 
correspondence of results. 
 

 
 

 
 

Figure 13 D4 played by musician. 
 
 

 
 

 
 

Figure 14 D4 played by pneumatronic unit. 
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7 CONCLUDING REMARKS 

The proposed pneumatronic unit integrates the advantages 
of the pneumatic technology with ones of the electronic 
control to generate emulated relative motions between bow 
and strings in bowed musical instruments. Pneumatic 
proportional control has shown very good flexibility and 
the optimization of set of control parameters (in particular 
gain, and damping) allows achieving very sharp motion 
laws. The unit has been tested on various instruments of the 
family of violins showing a good response with respect to 
actions generated by musicians. 
Further improvements, at present time under developments, 
will involve rod less actuator for primary motion of the bow 
and fluidic micro-muscles in the real time force control in 
the contact between bow and strings. 
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ABSTRACT 
 

This paper focuses on autonomous movements to aid the surgeon to perform certain tasks. 
Robotic assistants have solved the drawbacks of Minimally Invasive Surgery (MIS) and 
provide additional skills to the surgeons. However, some authors argue that these systems 
could lengthen the operating time. The solution is the automation of certain maneuvers that 
help the surgeon during a surgical maneuver. This work proposes control architecture for a 
surgical robot capable of performing autonomous movements. In this way, a trajectory planner 
based on a behaviour concept computes the required velocity vector of the surgical instrument 
hold by the robot. 

Keywords: Automatic Movements; Minimally Invasive Surgery; Robot Assistant 

 
 

1 INTRODUCTION 

The enormous complexity and costs limit the clinical 
impact of the robotic assistants for Minimally Invasive 
Surgery (MIS) despite of its well known advantages. Some 
authors argue that the use of robots in surgery, although 
providing more precision, could lengthen operating time 
[1]. 
One solution to this problem consists of automating certain 
surgical maneuvers. Visual Servoing is one of the most 
common techniques to perform automated tasks. Control of 
surgical instrument movements involves calculating instant 
linear and angular velocity references in each control 
period. These references are obtained by analyzing the 
images from a non-calibrated stereo vision system [2] or 
acquiring those images through a regular laparoscopic 
surgery camera [3]. Visual Servoing also enables safe 
movements of the laparoscopic tool, for example, on 
cardiac surgery, so the instruments are synced with the 
heart beat [4]-[6]. 
Other works are devoted to assist the surgeon with robots 
during the intervention. This way, some developments have 
performed autonomous stitching and knot tying procedures 
[7]; others automatically guide a robotic tip in colonoscopy  
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[8], provide automatic transformations to a robot assistant 
from laparoscopic navigation to open-surgery motion [9], 
or give autonomous decisions on teleoperation with high 
communication latency or low bandwidth [10]. There are 
also more complex systems like EndoPAR which 
automates a knot tying procedure in heart surgery [11], and 
allows the surgeon to operate as if there was no heartbeat. 
Furthermore, there are also studies for human-machine skill 
transfer on robot assistants so they may perform automatic 
knot tying procedures [12], or automatic navigation on 
cholecystectomy without pre-operative information [13]. 
This paper proposes a solution for an automatic movement 
of the surgical instrument arm equipped with an active 
wrist. A passive wrist emulation (PWE) controller is 
needed in order to know the point of insertion so-called 
fulcrum points, as well as minimize the forces over the 
abdomen. This arm must also avoid the collision with the 
surgeon tool during its navigation. The main goal of this 
development is devoted to replacing a human assistant for 
the surgeon in certain laparoscopic surgery procedures. In 
this way, authors propose a control architecture for 
performing automated tasks which allows adapting the 
movements to the surgeon actions. 
The structure of this article is divided into six sections. 
After this introduction, section 2 states the control 
architecture proposed to solve auto-guided movements on 
MIS robotic assistants, whereas section 3 resumes the 
control philosophy of the PWE to locate the fulcrum point. 
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With this general solution, section 4 explains the developed 
methodology for moving the robot to one of the surgeon’s 
tool tip. This technique has been applied to the task of 
taking gauze to the surgeon, as presented on section 5. 
Finally, section 6 discusses some possible improvements to 
the methodology, as well as related future works. 

2 CONTROL ARCHITECTURE 

This section introduces the architecture proposed to 
perform automatic movements. Firstly, a brief description 
of the surgical workspace is given to explain the situation 
where the robot has to develop the task, as well as all 
movement constraints that limit its freedom. Once the 
problem has been presented, the specifications the robot 
must accomplish are discussed. These requirements should 
let the robotic assistant navigate into the abdominal cavity 
in a safely way. 

2.1 PROBLEM STATEMENT 
The environment where the robot interacts with both the 
patient and the surgeon consists of a closed space, the 
abdominal cavity, as it is shown in Figure 1. The camera C 
and the instrument of the robot R are inserted through their 
respective fulcrum points GC and GR. Moreover, this 
environment also includes the surgeon’s tools used for 
surgery procedures. One of them is considered the target 
for the robot S, whereas the other one is the obstacle O. 
The abdominal cavity where the robot instrument may 
move is defined by a cone-shaped view field, which 
contains the scene seen in the screen by the surgeon. The 
robot can just analyze this space, so both, its instrument R 
and the surgeon’s tool S must remain inside of this cone. 
This situation may be fulfilled by following the surgeon’s 
tool S with the camera and forcing the robot tool R to be 
within the view field. As an additional hypothesis, the 
surgeon is able to displace his or her tools O and S during 
any movement of the robot. This work supposes that the 
visual servoing problem is solved. 

The fulcrum point GR is a movement constraint for the 
robot additional instrument R. Therefore, movements inside 
the patient are limited to four degrees of freedom. In this 
way, in order to control the position of the surgical 
instrument, it is used a motion controller to take into 
account these holonomic constraints [14]. 
This paper suggests moving the robot instrument R to the 
surgeon’s target tool S location. The surgeon tool O is 
defined as the unique obstacle to be avoided during an 
automatic task. The trajectory has to be calculated on-line, 
because the surgeon’s tools are not static since he or she 
continues the intervention normally. All these 
considerations will be taken into account on the control 
architecture proposed on next subsection. 

2.2 ARCHITECTURE SCHEME 
Once the functionality needed for the robot has been 
described, an architecture scheme which resumes the 
capabilities of the system can be introduced as shown in 
Figure 2. The main element is the Local Planner, whose 
mission is to guide the robot instrument to the surgeon tool 
avoiding the obstacles. 
For this purpose, some information is needed from the 
environment. In addition to the own kinematics of the robot 
given by the Robot Location feedback, the Surgeon 
Location must be known in order not only for the current 
tool position, but also for estimating its trajectory thanks to 
the velocity and acceleration parameters. This prediction is 
done by the Surgeon Trajectory Estimator through the 
obstacle tool velocity 

Ov
 , and allows the robot to update its 

trajectory 
Rv


 in order to avoid possible collisions with the 

surgeon’s obstacle tool O. 
With all this data, the Local Planner may command the 
special instrument through the Passive Wrist Emulation 
Control. This element is necessary to know the fulcrum 
point, and generates the Planned Trajectories for the Robot 
Arm spherical navigation. As the robot has an active wrist, 
the Passive Wrist Emulation (PWE) allows minimizing the 
forces over the abdomen of the patient [14]. This controller 
is explained on next section. 

3 PASSIVE WRIST EMULATION ON ACTIVE WRIST 

Direct actuated wrists avoid the backlash introduced by the 
trocar-instrument interaction which appears on passive 
wrists solutions. Thus, the endoscope always reaches the 
desired spherical position in spite of inaccurate estimation 
of the fulcrum point. However, this uncertainty will 
eventually force the abdominal wall and could damage the 
patient [14]. This section will resume how simultaneously 
estimate the fulcrum point while reducing the force applied 
over the abdomen. 
Figure 3 illustrates an endoscope movement where the 
altitude angle β changes from a starting null position A to a 
final position B. The robot movement planner uses an 
initial estimation of the fulcrum position C for computing 
the arc shape trajectory, instead of the unknown real one I0. 

 
 

Figure 1 The camera is focused over the surgical 
workspace, while robot tool goes where the surgeon’s 

target tool is located.
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In such way, the abdominal force aF


 gives information 

about the direction where the fulcrum point I is displaced. 
Therefore, this force is used for two purposes: i) if 
navigation is being performed in an accurate way; ii) any 
unexpected change implies a fulcrum location variation (i.e. 
respiratory motion or abdominal cavity air pressure 
variation). 
The proposed approach to reduce the efforts applied to the 
abdominal wall is based on emulating the passive wrist 
behaviour. On the situation shown in Figure 3, a non-
actuated wrist would keep its orientation according to the 
initial position at the fulcrum point I0 by means of the angle 
φ. Thus, the motion controller computes φ thanks to a 

spring model of the abdomen where both, the force aF


 and 

the abdomen stiffness are known [14]. 

4 AUTO-GUIDED METHODOLOGY 

The automated movement proposed in this paper consists 
of reaching a goal position defined by the surgeon’s target 
tool tip S, as it was stated in Figure 1. In this way, the other 
surgeon’s tool O is considered an obstacle the robot must 
avoid. As an additional hypothesis, both surgical tools may 
be displaced during the robot movement. 
Figure 4 shows the proposed Local Planner scheme stated 
in Figure 2 which has been used to compute the required 
velocity 

Rv
  for the robot tool (R in Figure 1) in order to 

reach the target tool S by avoiding the obstacle O. The 
current velocity of the robot 

Rv
  and the obstacle tool 

Ov
  are 

used on a Fuzzy Logic algorithm for deciding the best 
strategy to get closer to the target without collisions.  
This work proposes the combination of three behaviours in 
order to plan the required robot velocity: 
 

 The “Go-to Target” behaviour finds a trajectory to the 
target avoiding static obstacles using the Artificial 
Potential Field methodology (APF), but cannot deal 
with movable obstacles. However, it can react to 
changes on the target location. 

 The “Velocity Corrections” behavior will change the 
robot velocity 

Rv
  depending on the obstacle velocity

Ov
 . 

These corrections will be more important with high 
velocities and when the robot is nearby the obstacle 
tool. 

 The “Backward Movement” behaviour covers the 
possibility that the robot tool and the obstacle tool are 
so close they may collide. This situation is solved by 
adapting the robot movement to the obstacle in order to 
avoid the collision, as the surgeon will probably want to 
displace the robot to free his or her vision space. 

 
As it has been already stated, the decision of which 
behavior is the best on each situation is taken by a Fuzzy 
algorithm. Depending on the directions of the robot 
velocity 

Rv
  and the obstacle one 

Ov
 , the Fuzzy decision 

will use the best combination of the behaviors previously 
stated. The truth table of this Fuzzy decision appears on 
Table I. 
 

 
In this table, velocities have labels assigned. Each label 
indicates the quadrant of a circle where the velocity 

Rv
  and 

Table I - Truth Table for Behavior Decision 

Rv


 

Ov


 
1 2 3 4 

1 A FA HC C 

2 FA A C HC 

3 HC C A FA 

4 C HC FA A 

A = go Away, FA = Far Away, C = get Closer, HC = High Close. 
 

 
 

Figure 2 Architecture scheme for performing automatic 
tasks of a robot assistant. 

 
Figure 3 Passive Wrist Emulation behaviour. 
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Ov
  are orientated in terms of a reference axes. For example, 

if both velocities are 1 then their directions are the same, 
whereas if 

Rv
  is 1 and 

Ov
  is 3 mean that those directions 

are opposed. The output of Table I is a fuzzy value that is 
used to select the importance of each behaviour. 

4.1 THE “GO-TO TARGET” BEHAVIOUR 
This behaviour is devoted to find a path to the target tool 
avoiding static obstacles. This work has applied the 
Artificial Potential Field (APF) methodology to fulfill this 
task. APF associates a repulsive potential field Urep for each 
obstacle of the environment, as well as an attractive 
potential field to the target Uatt. Thus, expression (1) states 

that the resulting potential field generates a virtual force 1F


 

which both, attracts the robot to the goal with force attF


 

and repels it from the collision with the obstacles through 

repF


 force. 

 

repattrepatt FFUUF


1  (1)

 
The virtual potential functions of this work are based on the 
expressions of [15]. They have a high value only on 
surrounding obstacle area, whereas the attractor has a 
potential field which is proportional to the distance from 
the robot to the target. The gradient of these expressions 
gives the force generated by the potential field. 
The main problem of APF methodology appears by means 
of local minima points that may be found on the workspace. 
This work extends the potential field of [15] by applying 
the solution proposed by [16] and uses a force field capable 
of escape from these local minima points. 
The APF methodology is commonly applied to path 
planning of point mobile robots. However, MIS problem 
requires that the robot R is not just a point, but a line which 
departs from the fulcrum point GR to its tool tip, as it has 
already been shown in Figure 1. One consequence is that 
the target also becomes a line which departs from the robot 
fulcrum point GR and ends on the surgeon target tool tip. 
Furthermore, as both instruments are long enough to be 
considered like one-dimensional objects, they may only 

collide in one point. As shown in Figure 5, the minimal 
distance ρ between the robot tool and the obstacle tool 
defines the point over each tool MR and MO that would 
collide in case they approach. Point MR is called the guide 
point, because it is used to move the robot to the target. 
Secondly, the default potential function generates 
equipotential surfaces with a cylindrical shape. However, 
this work has chosen the use of conical surfaces with their 
vertices on the fulcrum point of the obstacle, as it can be 
shown in Figure 5. The reason is that the movements are 
faster near the tool tips, so higher potentials are needed to 
maintain the distance between robot and obstacle tool. 
Therefore, the APF methodology can be just applied to the 
guide point MR instead all the robot tool longitude. This 
point has a target associated to its final position MR

f  (see 
Figure 5) when the instrument has reached the target. Thus, 
to calculate the next trajectory location the algorithm steps 
are: 

 
Procedure for Automatic Movements 

1) Locate the minimal distance point MR 
2) Calculate its target MR

f 
3) Apply the forces given by (1) in order to know the 

needed velocity of the guide point 
4) Move the robot instrument to fit the new location 

and the fulcrum point constraint 
End Procedure 
 

First step can be geometrically deduced by solving the 
equation system of two lines that cross themselves, whereas 
second step just calculates the position of MR

f by 
proportional distances (see Figure 5). As for third step, the 

expressions of attraction force attF


 and repulse force repF


 

are given by the Evolution of Artificial Potential Field 
(EAPF) stated by [16]: 
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Figure 4 Local Planner scheme proposed to avoid 
dynamic obstacles. 

 
 

Figure 5 Virtual force for generating trajectories  
to the target. 
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Figure 5 shows both forces presented in (2), being Ka and 

Kr their respective gains. Repulsive force repF


 only acts on 

a bound surrounding the obstacle below distance ρ0 and has 
two components: one part depends on the distance to the 

goal goalr


 as well as the distance to the obstacle ρ, and the 

other is a constant with a direction    ˆˆˆˆ  goalrn  

perpendicular to ̂  and always pointing to the target. As a 

result, this constant forces the robot to move even if it has 
reached a local minima situation. 
To adapt the potential field of the obstacle tool to a cone a 
new gain K'r may be defined which depends on the relation 
between the obstacle tool total length L and the distance 
from its fulcrum point GO and the point of minimal distance 
with the robot MO (see Figure 5): 
 

rr

OO

OO
r K

L

l
K

PG

MG
K   (3)

 
Finally, the expression of 1v


 is deduced in expression (4) 

from the virtual force 1F


 of (1), where virtual mass m has 

been considered to be 1: 
 

t
m

F
tvttvdt

m

F
v   1

11
1

1 )()(






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4.2 VELOCITY CORRECTIONS 
APF behaviour loses its efficiency in dynamic 
environments because it gives a trajectory just based on the 
actual state. This way, a fuzzy algorithm is included to take 
velocity changes and path predictions into account. For 
example, if the robot moves on the same direction as the 
obstacle, there will be little or no variation on the velocity 
calculated by the APF method. However, if the robot 
moves nearby the obstacle and it moves in a perpendicular 
way, then it is possible that both future trajectories cross 
themselves. The fuzzy system will change the robot 
velocity and try to avoid the collision by reducing the speed 
in order to allow the surgeon to follow his or her original 
trajectory [17]. All possible situations are described by the 
truth table II. 

The outputs on this table are the speed corrections 2v


 

previously presented on Figure 4 produced by each 
combination of antecedent data. These rules adapt the speed 
of the robot tool so that the obstacle passes before; thus, the 
cells at the bottom-left of the table, which corresponds to an 
obstacle that will cross a close point in the trajectory after a 
long period of time, produce very slow commands. A value 
of S (Stop) means that 12 vv


 , whereas MM (Max 

Movement) indicates that 02


v , which fits with a 

maximum velocity generated by the APF behaviour already 
explained in section 4.1. 

 

4.3 BACKWARD MOVEMENT 
With the fuzzy system stated above, almost all situations 
may be covered. However, collision may also occur if the 
surgeon moves his or her tool rightly to the robot and 
forces the contact. This could happen because the surgeon 
needs to apart for some reason the robot tool for a moment. 
Thus, the natural solution consists of moving the robot 
instrument rightly into the obstacle velocity direction. This 
way, the robot would follow the obstacle as long as it is 
moving, and should stop when the obstacle does. Only 
when the obstacle frees the default APF trajectory, the 
robot would restart its normal auto-navigation. 
More specifically, the behaviour proposed will be likely a 
damp between the obstacle and the robot tool. This way, a 
virtual force will move the robot back at the obstacle 
trajectory direction which expression is (5): 
 

OvBF


3  (5)

 
The gain B on (5) is a constant which indicates how fast the 
robot velocity will react to the obstacle. If this parameter is 
high, then the robot tool will change its velocity very fast to 

reach the obstacle velocity Ov


 fast, and similar conclusions 

can be taken for low values of B.  
Therefore, the resulting velocity of the robot tool can be 
obtained by adding the three behaviours exposed (6): 
 

332211 vcvcvcvR


  (6)

 
The parameters c1, c2 and c3 on expression (6) are the 
importance of each velocity 1v


, 2v


 and 3v


, and are 

estimated by the Fuzzy decision explained in the beginning 
of this section (see Figure 4). 

5 IMPLEMENTATION AND EXPERIMENTS 

This section describes the experiments considered to 
validate the proposed methodology for auto-guided 
movements. For this purpose, it has been used the PA-10 

Table II - Truth Table for Velocity Corrections 

           Distance 

  Time 
Z AZ M F VF 

Z S SM NM MM MM 

AZ S SM NM MM MM 

M SM SM NM FM MM 

L AS AS SM NM MM 

VL AS AS AS SM FM 

Z = Zero, AZ = Almost Zero, M = Middle, F = Far, VF = Very Far. 
L = Long, VL = Very Long. 

S = Stopped, AS = Almost Stopped, SM = Slow Movement, NM = 
Normal Movement, FM = Fast Movement, MM = Max Movement 
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manipulator system from Mitsubishi Heavy Industries, Ltd., 
which can be viewed on Figure 6. In this picture, the 
manipulator has a force sensor attached to give information 
about the fulcrum location and to allow interaction with the 
surgeon as well as the patient [14]. To complete the 
implantation, the optical tracker Polaris Spectra from NDI 
gives information on the surgeon’s tools location. This 
sensor recovers data on surgeon’s position and orientation 
for both tools simultaneously. 
Once the physical system is described, this work proposes 
to take gauze to the surgeon’s tool location. Therefore, the 
experiment goal is to find a trajectory in real time between 
the robot initial location and its target by avoiding the 
obstacle tool. The robot tool is supposed to be already 
inside the abdomen with gauze on its tool tip. Two 
situations are considered: one with no movement on the 
obstacle tool and another one with a dynamic behaviour of 
the surgeon. 

5.1 STATIC SURGEON 
As it can be shown in Figure 7, the situation where the 
obstacle does not move is solved by the APF behavior. 
Gauze is carried by the robot at its tool tip. The robot tool 
trajectory represented by asterisks is linear until it feels the 
obstacle tool potential field. Once the robot reaches this 
zone, it changes the trajectory by surrounding the obstacle 
at a certain distance (denoted ρ0 in section 4.1). When the 
robot bypasses the obstacle zone, it continues the linear 
trajectory until it reaches the target. 
Figure 7 also shows the velocity commanded to the robot. 
The APF velocity appears with dashed line, whereas the 
commanded one is solid. It can be noted that the module of 
the robot velocity is the maximum possible when the tool is 
far from the obstacle, but it shrinks when the distance 
between the robot tool and the obstacle is closer. The 
velocity finally increases again when the robot is near 
enough of the target. 

5.2 DYNAMIC SURGEON 
Figure 8 shows the resulting trajectory of the robot tool 
with an asterisk line when the obstacle has freedom of 
movement. The obstacle trajectory, drawn as a series of 
dots over the obstacle tool, has been obtained by optical 
tracking measurements. It can be noticed that the robot not 
only displaces due to its proximity to the obstacle, but also 
changes its direction and speed. This way, the resulting 
trajectory has some zones where the robot has to adapt its 
trajectory because the obstacle tool is very close to the 
robot instrument. 
The velocity behaviour of the robot tool tip is pretty similar 
to the static experiment, as shown in Figure 8. This time, 
the velocity of the obstacle is also represented by a dotted 
line. The main difference with the static obstacle appears 
when the robot tool is very close to the obstacle. It can be 
noted that the velocity in this situation is higher than the 
one planned by the APF behaviour, because the robot must 
follow the obstacle velocity. 

6 CONCLUSION 

This work is a first step on auto-guided movements for 
autonomous assistance to the surgeon. Developers have 
found a valid strategy for the robot assistant to find free-
obstacle paths to a target location. In order to validate the 
methodology, a robotic arm system has been used for 
implementation purposes. An experiment where the robot 
should take gauze to the surgeon’s tool has been developed 
with success. 
However, as future works the author believes that a deeper 
interaction between the camera movements and the robot 
tool would improve auto-guiding tasks. Also, there is 
another important issue not covered in this paper: the robot-
patient interaction. It is important to generate safe 
trajectories for the robot avoiding tissue collisions. There 
may be also tasks where the robot must directly interact 
with the patient. 
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Figure 7 Robot trajectory when the surgeon’s obstacle 

tool remains static (above) and resulting velocity 
modules (below). 

 
Figure 8 Robot trajectory when the surgeon’s obstacle 

tool moves (above) and resulting velocity modules 
(below). 
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ABSTRACT 

 

A miniature quadrotor helicopter is an underactuated nonlinear system. Usually several types 
of sensors are used to control it. This article focuses on the emergency situation, when only 
few sensors are available. These sensors are mainly the inertial ones. Certainly, these sensors 
are not enough for normal manoeuvring, but the controlled system should be able for 
horizontal stabilization and safe landing. Two types of control are presented. The first is a 
casual LQ state feedback. The disadvantage of this type of control in real environment is 
shown. The second control algorithm is an H∞ control method. The control design starts from a 
very simple linear model. The parameter measurement of the linear system is shown. The goal 
of this article is to handle the uncertainty in the behaviour of the real system. 

Keywords: Quadrotor helicopter, state estimation, helicopter control, robust control 

 

1 INTRODUCTION 

Unmanned aerial vehicles are important types of 
autonomous vehicles. Helicopters have the advantage that 
they can move in six degree of freedom with low speed. 
Mechanically, a robust type is the quadrotor design.  
This type has been forgotten for a long time, because in 
small size, they have fast unstable behaviour. Nowadays, 
there are controllers and sensors, which are fast enough to 
stabilize a quadrotor helicopter. 

1.1 RELATED WORK 
In the last few years many research group started to work 
with quadrotors. Most of them concentrate on a specific 
field of quadrotor design. For example [1], [2], [3], [4] 
describe different types of control algorithms. Usually these 
solutions are tested on a skeleton of a quadrotor helicopter. 
Others describe the electrical and mechanical solutions of 
their work. In these cases a complex helicopter is built [5], 
[6]. Some researchers designed a fully autonomous system, 
like the STARMAC and RAVEN platform [7], [8]. 
Quadrotor helicopters appeared in commerce, for example 
Draganfly and Microdrone products. 
These units are human controlled, but have built in function 
for stabilization or position hold. 
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1.2 RECENT PROJECT 
Our project started in 2006, in cooperation with the 
Department of Control Engineering and Information 
Technology in the Budapest University of Technology and 
Economics and the System and Control Lab of the 
Computer and Automation Research Institute of the 
Hungarian Academy of Sciences. The main goal of the 
project is to design and build an autonomous indoor 
quadrotor helicopter. 
In this project a vision system and inertial measurements 
system are used as sensory system. The control and state 
estimation algorithms of the normal usage are described in 
[9]. This article focuses on the situation, when some of the 
sensors are unreachable. This situation can happen for 
many reasons. For example the vision system cannot 
estimate the position of the helicopter because of occlusion. 
Or the radio channel can be too noisy between the vision 
system and the helicopter. 
In these situations the only sensors which can be used are 
the inertial ones. They can produce only relative 
information, therefore they can be used only for a short 
time. The types of manoeuvres are also limited. In these 
emergency cases, the main object is to hold the helicopter 
in horizontal orientation to prevent falling. A second 
objective can be the vertical landing, if the batteries are 
low. 
Solutions in this article can also be used in outdoor 
situations, where the absolute position and orientation 
sensing comes from the GPS. In these cases the reliability 
of the GPS can vary during time. 
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After introduction, the used helicopter model is described 
in Section 2. Section 3 shows how the parameters were 
measured. Section 4 introduces the problems and solutions 
of state estimation. Section 5 describes the control design in 
normal operation. Section 6 presents the electrical 
components of the helicopter. Section 7 gives some hints 
how to operate in emergency situations. In Section 8 a basic 
LQ feedback result is presented. Finally in Section 9 an H∞ 
control is shown, which is robust against the model 
uncertainty. 

2 THE HELICOPTER MODEL 

The graph of the coordinate systems of the helicopter can 
be seen in Figure 1. WK  is the world frame and HK  is the 

frame of the helicopter. 0,SK is the original frame of the 

inertial measurement unit (IMU). This frame is rotated 
during the calibration method of the IMU to SK . The 

transformation between HK and SK is determined by the 

mechanics of the helicopter. Frames CK and virtK are used 

by the vision system described in [9]. 
 

 
Figure 1 Graph of the frames. 

 
The schematic physical principle of the helicopter is shown 
in Figure 2. 
 

 
Figure 2 Forces of the quadrotor. 

 
The lift force of one propeller can be calculated according 
to: 
 

bF 2  (1)
 
where   is the revolution of the propeller and b is a 
propeller constant. Let l be the distance between the origin 
of helicopter's frame and the propeller's axis. Then the 
torques and lift force can be calculated: 
 

blx )( 2
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2
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1

2
2   (4)





4

1

2

i
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where d is an other propeller constant. 

2.1 MOTOR MODEL 
The dynamics of the motors should be considered during 
the modeling process. In our case the motor revolution is 
controlled by a low-level PI controller, and the closed loop 
behavior can be approximated with a first order system: 
 

 realdesired
m

real T


1  (6)

 
where mT is the motor time constant. In the followings the 

indices r and d will refer to real and desired value. 
Based on (6) and (2)-(5) the dynamic of the real torques 
and lift forces can be developed as a second order system, 
like: 
 

rrmrmd TT    22  (7)

 
For an easier control synthesis (7) will be approximated 
with a first order system: 
 

 rd
m

r T
 

2

1
  (8)

 
This approximation can be done, if mT  is small, in our 

model its value is 0.1s. 

2.2 ORIENTATION MODEL 
Based on the Newtonian law the linear dynamic model for 
the orientation can be described as 
 

 
T

z

rz

y

ry

x

rxT













 ,,, 

   (9)

 
where   is the inertia around the axes of the coordinate 
system. 
The equations are valid in the frame of the helicopter. 
These equations remain acceptable in the world frame, if 
the orientation of the helicopter remains horizontal. 
Therefore these can be considered as a linearized model 
around 0 , where   is the 3D Euler(RPY) orientation 

of the helicopter relative to world frame. 
In this dynamic model, the effect of the aerodynamic 
friction and the gyroscopic effect considered to be 
negligible. The aerodynamic friction is in linear connection 
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with   which is approximated with zero. The gyroscopic 

effect is a function of the rotor inertia r , this can be 

ignored, because the mass of each rotor is 0.4% of the full 
mass of the helicopter and this value is also in connection 
with the difference between the rotor’s revolution, which is 
around zero in a horizontal orientation. 

2.3 POSITION MODEL 
Based on also the Newtonian law the position states are in 
the following form: 
 

rW U
m

SSCSC
x

)(  
  (10)

rW U
m

CSSSC
y

)(  
  (11)

rW U
m

CC
gz   (12)

 
where C and S  refers to cosine and sine and g is the 

gravity acceleration. 

3 PARAMETER MEASUREMENT 

The unknown parameters are the b and d parameters of the 
propellers and the l and   parameters of the helicopter. 
The parameter l is the simplest, because this distance can be 
measured even with a measuring tape. In the case of our 
helicopter its value is 25 cm. 
The parameter b was determined by using lift force 
measurement. Lift force was measured in different rotor 
velocities and a parabola was fitted by using LS method. In 

our case the value of b is 25104525.1 Ns . 
The d parameter is in connection with the torque around the 
vertical axis. Even if this value is in connection with l, it is 
easier to handle as a standalone parameter. It can be 
measured with the fixation of all the six degree of freedom, 
except the rotation around the vertical axis. The torque 
around the axis should be measured for several rotor 
velocities and can be approximated by a parabola. In our 
measurement it is one order less than b. 
The inertia matrix can be determined with a torsion 
pendulum. The scheme of the pendulum can be seen in 
Figure 3. 
Inertia matrix is approximated as a diagonal one based on 
the symmetric shape of the helicopter. The inertia around 
one axis can be determined by the following formula: 
 

pendl

mgrT
2

22
0

4
  (13)

 
where pendl  is the length of the two torsion thread and r is 

the half distance between the threads. m is the mass of the 
helicopter and g is the gravity constant. 0T  is the period 

time of the pendulum. This value was measured with a 
time-stamped camera. 
 

 
Figure 3 Torsion pendulum. 

4 STATE ESTIMATION 

For control algorithms, position and orientation information 
is needed. Moreover a sensor fusion between the IMU and 
the vision system should be performed. 
These problems are solved with extended Kalman filters. In 
first stage the orientation is estimated. Then based on 
orientation information the position is estimated. 

4.1 ORIENTATION ESTIMATION 
For orientation estimation the sensor model is the 
following: 
 

nSbSrealSS ,,,    (14)

nSsbssssrealH AAA ,,,    (15)
 
where sA is the rotation part of sT  and indices b and n refer 

to bias and noise, respectively. The transformation between 

H  and  is 
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Then the model used for Kalman filter is 
 

nSsbssss FAFAFA ,,    (17)

nbSbS ,,,    (18)

nv    (19)
 
where v  is the orientation information from the vision 

system. With Euler approximation for state T
bSx ),( , , 

Su  and vy  , a discrete time system can be 

formulated: 
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),,(1 kkkk wuxfx   (20)

),( kkk zxgy   (21)
 
where w and z are state and measurement noises. With the 
following definition: 
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The extended Kalman filter has the form: 
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In the case when there is no new information from the 
vision system, in (29) simply kk xx ˆ to be applied. 

4.2 POSITION ESTIMATION 
The model for position estimation is the following: 
 

gA

aaaAvv nSbSSS
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nbSbS aa ,,,   (32)

npvvAp ,   (33)

nm ppp   (34)
 
where a, v refers to acceleration and velocity in HK , p is 

the position in WK ,   is the angular acceleration (obtained 

with the numeric derivation of  ),  is the position part of 

sT  and A is the Euler (RPY) rotation based on the angles 

 . From this system an extended Kalman filter can be 

formulated similarly to the orientation case. 

5 NORMAL CONTROL (ALTITUDE) 

The control algorithms are based on the continuous state 
space model (9)-(12). Controllers are implemented in 
discrete time, hence the model was transformed with first 
order Euler approximation. 
The Linear-Quadratic design minimizes the following error 
statement: 







0

)(
k

k
T
kk

T
k RuuQxxJ  (35)

 
where Q and R are positive definite matrices.  
The weight matrix of the state vector is Q. The goal for the 
control is the output converges to the desired value. 
Therefore the highest value in Q should correspond to the 
output state. 
With the R matrix the speed of the control can be set. On 
the other hand a faster control means higher steps in 
actuator signals. A reliable compromise between Q and R 
should be found. 
The pure linear altitude subsystem is: 
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(36)

 
The difference between (36) and (12) is the g offset in 

Wz . The LQ feedback can be designed to (36) and in the 

control g  should be added to dU . The behaviour of the 

real control can be seen in Figure4. 
During the normal operation the helicopter can hold its 
altitude. In this period an average dU value can be 

obtained, which will be useful in emergency control. 
The control for the other subsystems can be designed 
similarly. 

6 REAL TIME SOLUTION 

The scheme of the realization of the helicopter can be seen 
in Figure 5. 
The main processing unit of the helicopter is a Freescale 
MPC555 microcomputer equipped with two CAN buses. 
The first one is the dedicated bus between the motor 
controllers and the MPC555. It is necessary to maintain a 
reliable and fast communication channel for the actuator 
signals. The second CAN bus is for any other 
communication. 
The CAN bus is a priority based communication interface. 
The most important data on the CAN bus are the sensor 
signals. 
The helicopter has two types of sensory systems. The first 
one is an mNAV100CA inertial measurement unit which is 
on board of the helicopter. On CAN bus the information 
from the angular velocity and acceleration sensors are 
propagated. The second sensory system is a visual feedback 
from an external vision system, which is able to calculate 
the position and the orientation of the helicopter in the 
world frame around 20 to 30 sample per second.  It runs on 
a host PC and data are sent by an RF Zigbee 
communication interface. The inertial information has the 
highest priority on the CAN channel and the vision 
information has the second highest. 
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Figure 4 Result of the altitude control. 

 

 
Figure 5 Realization of the helicopter. 

 
Unfortunately both the IMU and the RF module have no 
CAN interfaces. Therefore the packages should be 
translated to the CAN format using Atmel AT90CAN128 
microcontrollers.  
The vision system has an active marker based solution. 
These markers are LEDs. For the efficiency of the vision 
unit the colours of the LEDs need to be different. To reach 
this requirement, RGB LEDs are used. It is rewarding, at 
least in the prototyping period, if the colours can be 
changed by software. Therefore each LED is controlled by 
its own individual controller. 

7 EMERGENCY CONSIDERATION 

In the case of the real time test of this paper, only the 
angular velocity sensors of the IMU were used in order to 
emulate emergency situation. To use the measured data a 
calibration method should be performed. This is described 
in [9]. 
The calibration method gives a usable result in the case of 
extended Kalman filters. However in emergency situation 
the calculation method of orientation is much more simple, 
only a numeric integration of the angular velocity data is 
used . 
During the first tests it seemed that the bias is rapidly 
varying during the flight. This is because of the generated 

air flow, which changes the temperature of the sensors. 
Fortunately there is a thermistor built in each angular 
velocity sensor chip. This information can be used to 
produce more accurate results. 
The temperature dependence can be measured during the 
offline calibration, but a varying temperature environment 
is needed. It is not a complicated condition, because after 
switch on the system, the temperature of the sensors starts 
to increase. This change is enough for the calibration. 
During the offline calibration the sensors are in stationary 
position, hence the measured angular velocity is only the 
biases. Combining with temperature measurement, a 
temperature-bias characteristic is given, which is 
approximated with a linear dependency. Then for an other 
measurement the bias were calculated based on the 
previous characteristic. The results are in the Figure 6. 
 

 
Figure 6 Measured and temperature based calculated bias 

of an angular velocity component. 
 
The corrections of the measurements are done by the 
MPC555 microcomputer. This unit solves also the 
integration of the angular velocity. In the case of angular 
velocity the component based integration leads to a false 
result. For proper result the Rodriguez-formula is used. In 
this case the axis of the rotation is the axis of the measured 
three dimensional angular velocity vector, and the angle of 
the rotation is the magnitude of the angular velocity vector 
multiplied by the sampling time. 
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where ST  is the sensor sampling time, in this case s01.0 . 

The starting rotation matrix is the unit matrix. In each 
sampling period the actual rotation matrix should be 

multiplied with the Rodriguez rotation ( RR ): 
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][])[1(,  kkkkR tSttCICR
kkk    (39)

kkRk RRR ,1   (40)
 
where I is the unitary matrix and kR  describes the actual 

rotation. The ),,(  orientation angle can be calculated 

by the solution of the inverse Euler (RPY) problem. Figure 
7 shows, how the error accumulates during the orientation 
calculation process. In the situation the sensors stood in 
stationary orientation, therefore the expected value is zero. 
 

  
Figure 7 Orientation estimation in stationary state. 

 

 
Figure 8 Orientation stabilization with LQ control 

(simulation). 
 

8 LQ STATE FEEDBACK (ORIENTATION) 

In the following chapters only the emergency control is 
discussed.  
The state vector kx  in (35) contains the values of angular 

velocity and orientation. In this case the main goal is to 
stabilize the orientation, therefore the weight of the 
orientation was set two order higher than the ones of the 
angular velocity. 
 

8.1 SIMULATIONS 
The results of the simulation can be seen in Figure 8. The 
simulation was also done with a more complex nonlinear 
model, based on [1], but around horizontal orientation the 
two models are almost equivalent. During simulation the 
sensor noise is considered. 

8.2 REAL FLIGHT 
The results of a real flight can be seen in Figure 9. This 
contains a vertical takeoff and landing. The main difference 
between the simulation and the real test is that in real 
situation the average of the orientation is not zero. This is 
because of the inadequate modelling of the real helicopter. 
Many source of this difference can be found. For example, 
the mass of the helicopter cannot be concentrated to the 
origin of the helicopter frame. Or the small differences 
between the propellers and motors can cause that the value 
b in the model differs from those of the motors. 
One solution for this problem can be the introduction of 
four different b parameters and the identification of them. 
In practice it is hard, because a complex identification 
process is needed after every change of the helicopter 
components. 
 

 
Figure 9 Orientation control with LQ (real test) 

 

9 H∞ STABILIZATION 

Another solution for the previous problem can be if the 
model stays as before, but the control removes the 
orientation error. This can be solved by using integrator in 
the controller. 
Let the continuous case be investigated.  The classical 
solution [10] is to extend the state space system with an 
augmented state vector: 
 

 dtyxI  (41)

 
Then the augmented state space system is: 
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The previous LQ design method could be used to this 
system. However, here a more robust H∞ control design is 
presented. The KP   structure of the H∞ synthesis can 
be seen in Figure 10 [11]. 
 

 
Figure 10 Structure of H∞ synthesis. 

 
The weights uW and pW refers to model uncertainty and 

performance, respectively. Weights are set in the way, that 
in high frequency the uncertainty can be high, and in low 
frequency the stabilization of y should be fast. The resulted 

)(sK controller is converted to discrete time with step 

response equivalence. 

9.1 SIMULATION 
The result of the stabilization can be seen in Figure11. In 
this case the sensor noise is also simulated. It should be 
noted, that this type of H∞ design doesn’t remove the whole 
orientation error, but the remaining error can be set with the 
weights of the performance outputs to a very small value. 
 

 
Figure 11 H∞ stabilization (simulation). 

9.2 REAL FLIGHT 
The result of a complex real take off, flight and landing is 
shown in Figure 12. The orientation gets much closer to 
zero than in the case of LQ control. A small error still 
remains, as it was expected after the simulation. 
It should be noted, that the orientation starts from a zero 
value, but after landing the orientation has a small amount 
of offset. The bias of the angular velocity sensor is 
compensated by the temperature, but other components can 
also change the bias. The remaining error is caused by the 
integration of the remaining bias. 
 

 
Figure 12 H∞ stabilization (real test). 

10  CONCLUSION 

In this paper a quadrotor helicopter control is presented for 
the case where only the inertial sensors are reliable. In our 
case this situation can happen if the vision system cannot 
compute the orientation and position of the helicopter. It 
can be considered an emergency situation, in which the first 
requirement is to stabilize the orientation of the helicopter. 
The presented control can also be used as a startup 
controller to execute a take off and make a horizontal 
stabilization. During this period the controller can handle 
and estimate the uncertainty behaviour, which can be useful 
in controlling complex manoeuvres. It is also shown, why a 
simple state feedback controller is not sufficient for 
quadrotor control. 
In the emergency control system only the angular velocity 
sensor is used. A temperature compensation method is used 
for improving angular velocity integration. 

10.1  FUTURE WORK 
The goal of our project is to establish a quadrotor system 
consisting three individual helicopters, which are able to 
flight in formation. During this way, the next step is to 
combine the emergency controller presented in this paper 
with a more complex one [12]. Then the system will be able 
to fly through a preprogrammed path and perform safe 
landing also in emergency situation. 
The second future plan is to combine a quadrotor helicopter 
with a differential GPS system and perform outdoor 
operations. 
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ABSTRACT 
 

The development of “Model Reference Adaptive Controllers (MRAC)” is a popular approach 
from the early nineties to our days. Their main point is the application of proper feedback in an 
internal loop that makes the behavior of the so manipulated system identical to that of the 
“reference model” that normally is simple enough to be controlled by an external loop. It has 
many particular variants with the common feature that they normally are designed by the use 
of Lyapunov's 2nd (“direct”) method with a quadratic Lyapunov function constructed of the 
tracking error and further additional terms. Though this approach normally guarantees global 
asymptotic stability, its use can entail complicated tuning that may have disadvantages 
whenever very fast applications are needed. In this paper the operation of an alternative 
solution using “Robust Fixed Point Transformations (RFPT)” in the design phase is 
investigated via simulations for a 3 degree of freedom system. This approach applies strongly 
saturated, multiplicative nonlinear terms causing a kind of “deformation” of the input of the 
available imprecise system model within a local basin of convergence. The stability of this 
controller is be proved by Lyapunov’s direct method. 

Keywords: Model Reference Adaptive Control, Lyapunov’s Direct Method, Robust Fixed Point Transformations  

 
 

1 INTRODUCTION 

The MRAC technique is a popular and efficient approach 
in the adaptive control of nonlinear systems e.g. in robotics. 
A great manifold of appropriate papers can be found for the 
application of MRAC from the early nineties (e.g. [1] to 
our days (e.g. [7]). One of its early applications was a 
breakthrough in adaptive control. In [3] C. Nguyen 
presented the implementation of a joint-space adaptive 
control scheme that was used for the control of a 
noncompliant motion of a Stewart platform-based 
manipulator that was used in the Hardware Real-Time 
Emulator developed at Goddard Space Flight Center to 
emulate space operations. It comprised two platforms and 
six linear actuators driven by DC motors, and possessed six 
degrees of freedom. Experimental studies have shown that 
the adaptive control scheme provided superior tracking 
capability in comparison with fixed-gain controllers.  

 
 
The mainstream of the adaptive control literature at that 
time used some parametric models and applied Lyapunov's 
“direct method” for model parameter tuning (e.g. [1], [2]). 
This tuning method normally entails some difficulties and 
deficiencies. Certain deficiencies and potential 
improvements of the most fundamental adaptive controllers 
designed for robotics as the “Slotine--Li Adaptive 
Controller” and the “Adaptive Inverse Dynamics 
Controller” [1] were discussed/introduced in [10] and [11] 
that essentially consisted in dropping the use of the 
Lyapunov function in parameter tuning. These approaches 
still guaranteed global asymptotic stability that was shown 
by the use of certain terms that were the “fragments” of the 
original Lyapunov function, but the tuning rule was far 
faster and contained far less number of almost arbitrary 
parameters than that of the positive definite matrices of the 
conventional Lyapunov functions. However, the existence 
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of external disturbances unknown by the controller could 
“fob” or “mislead” the tuning process of these controllers. 
Moreover, it was observed that the faster the tuning process 
was the more significant the effect of the external 
disturbances was [12]. 
The MRAC technique normally tunes certain control 
parameters that are not parts of the dynamic model of the 
system to be controlled. It was successfully applied e.g. for 
impedance [5] control, motion control [6] of manipulator 
arms as well as for teleoperation purposes [7]. It was also 
combined with the use of “Artificial Neural Networks” [8] 
and fractional order systems [9]. 
The above mentioned approaches had the common feature 
that they applied Lyapunov functions for control and 
parameter tuning. Normally it is a difficult task to find 
appropriate Lyapunov function and guarantee its non-
increasing nature that leads to complicated estimations 
while finding the appropriate tuning rule. 
To overcome the complexity of Lyapunov function based 
techniques alternative approaches are also present in the 
literature. For instance, as a model--based technique the 
idea of “Situational Control” can be mentioned in 
connection with the control of turbojet engines [13]. It is 
related to the observation that “... in practice the turbojet 
engine finds itself in very different working conditions that 
influence parameters of its operation and characteristics of 
behavior. By creation of algorithms of control, it is 
necessary to create models in the whole dynamic spectrum 
of the modeled system (turbojet engine) and also its 
erroneous states.”. In [13] the Authors focused “on 
implementation methods of situational control as a 
framework method, which is suitable for use in design of 
dynamic models and systems of control of turbojet engines 
with use of intelligent elements that comply with full 
authority control digital systems standards.” Another 
possibility is the application of robust switching controllers 
that were successfully applied for crane models and 
swinging reduction [14]. 
For avoiding the use of Lyapunov's technique the potential 
application of iterative fixed point transformations with 
local basin of attraction of convergence was studied for the 
adaptive control of “smooth” physical systems e.g. in [15]. 
The robustness of this approach later was improved in [16]. 
These controllers worked on the basis of the concept of 
“Complete Stability” that is widely used in connection with 
the operation of the Cellular Neural Networks, too [17]. 
This method applied the concept of the “expected - realized 
system response” and was found to be appropriate to also 
developing an MRAC technique for “Single Input - Single 
Output (SISO)” systems [18]. The aim of the present paper 
is to show that the variant of these fixed point 
transformations developed for MIMO systems also is useful 
for revisiting and simplifying the design of MRAC 
controllers. In the sequel at first the idea of the “expected - 
realized system response” and the Robust Fixed Point 
Transformations are briefed. In contrast to the previous 
approaches a Lyapunov function will be used for showing 

the stability of the recommended method. However, this 
Lyapunov function is not needed in the phase of designing 
the particular controller. Following that the application of 
this method for MRAC purposes is analyzed. Finally 
simulation results are presented for a e degree of freedom 
cart+beam+hamper system and the the available 
conclusions are drawn. The present paper is a modified and 
extended version of the brief conference report in [19]. The 
essence of the modifications and extension can be 
summarized as follows: a) instead of the technique of 
Cauchy sequences a Lyapunov function based technique is 
used for showing the convergence of the method; b) the 
originally used “hand-made” preliminary SCLAB program 
with simple Euler integration with identical time-resolution 
and discrete control steps has been replaced by a SCILAB-
SCICOS program using its far more sophisticated ODE 
solver that automatically selects integration method 
depending on the stiffness of the problem and also allows 
carefully limiting the allowable maximum of the discrete 
time-steps that allows the appeoximation with “continuous 
differential equations” instead “discrete controllers”; c) the 
well behaving 3rd order spline functions in the definition of 
the nominal trajectories to be tracked have been replaced by 
a trajectory also having drastically accelareting/decelerating 
segments. 

2 ADAPTIVE CONTROL ON THE BASIS OF THE 
EXPECTED REALIZED SYSTEM RESPONSE 

Certain control tasks can be formulated by using the 
concept of the appropriate “excitation” U of the controlled 
system to which it is expected to respond by some “desired 
response” xd. The appropriate excitation can be computed 
by the use of the inverse dynamic model of the system as 
U=φ(xd). Since normally this inverse model is neither 
complete nor exact, the actual response determined by the 
system's dynamics, ψ, results in a realized response 
xr=ψ(φ(xd))f(xd)xd that differs from the desired one. It is 
worth noting that the functions φ() and ψ() may contain 
various hidden parameters that partly correspond to the 
dynamic model of the system, and partly pertain to 
unknown external dynamic forces acting on it. The 
controller normally can manipulate or “deform” the input 
value from xd to x* so that xd=ψ(φ(x*))=f(x*). Such a 
situation can be maintained by the use of some local 
deformation that can properly “drag” the system's state in 
time while it meanders along some trajectory. To realize 
this idea a fixed point transformation was applied in [16] 
that is quite “robust” as far as the dependence of the 
resulting function on the behavior of f()is concerned. This 
robustness can approximately be investigated by the use of 
an affine approximation of f(x) in the vicinity of x* and it is 
the consequence of the strong nonlinear saturation of the 
sigmoid function tanh(x) in the definition (1): 



ISSN 1590-8844 
International Journal of Mechanics and Control, Vol. 12, No. 01, 2011 

 

 53
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d

d

dd
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





, :arbitrary For 

0, then 0 If

tanh1:,
 (1)

 
It is evident that the transformation H defined in (1) has a 
proper (x*) and a false (-K) fixed point, according to the 
2nd line of the group (1). We note that instead of the 
function tanh() any sigmoid function, i.e. any bounded, 
monotone increasing, smooth function (x) with the 
property of (0)=0 can be used for our purposes. Let us use 
(1) for a 2nd order SISO systems in the following manner. 
Let qN(t) denote the nominal trajectory to be tracked by the 
controlled system, and let q(t) denote the actual one that is 
realized by the controller. For prescribing a PID-type 
tracking error decrease in purely kinematic terms the 

variable        
t

N dqqt
0

:   (the integrated tracking 

error assuming that the controller commences its operation 
at t=0) and a >0 constant can be introduced to define the 
“desired joint coordinate acceleration” dq  for which 

  0
3







  t

dt

d  . It evidently yields 

 
           ttttqthtq Nd    33: 23 . (2)

 
If (2) is exactly satisfied then evidently the tracking error 
      0:  tqtqte N  as well as 0. Let us introduce a 

fixed delay time >0, and by observing the system’s 
behavior “in the past” (i.e. in the instant t-) apply the 
“deformed input” z at instant t as 
             thtqtqtzftzHtz   ,,,: . The 2nd 

order system’s response at time t will be 
        tqtqtzftq  ,,  since it can be assumed that e.g. in 

the case of a Classical Mechanical System’s actual physical 
state is determined by the generalized variables     tqtq ,  

that also influence its state propagation     tqtq  , . 

Utilizing the fact that H is smooth and assuming that the 
system is in the vicinity of the fixed point of H it can be 
written that 
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(3)

in which 2H denotes the partial derivative of H according 
to its 2nd argument and it has to be calculated at the 
arguments (z(t-),0). Assuming that f is a smooth function 
(that can be achieved by properly defining the available 
rough system model) and that the system is under smooth 
influences, for small  it can be written that 
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(4)

(if denotes the partial derivative of f according to its ith 
argument, and these derivatives can be taken at time t-). 
Equation (4) evidently means that 
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By substituting z(t)-z(t-) from (3) into (5) we obtain that 
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Via subtracting h(t)=h(t-)+h(t)-h(t-) from both sides we 
obtain that 
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By dividing both sides of this equation by the small delay  
the finite element approximation of a differential equation 
can be obtained for the joint acceleration error 
     thtqt  :  as 
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From (1) it is easy to see that 
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2
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If we have information on the sign of 1f on the basis of 
some analytical argumentation then the setting B=-sign(1f) 
can be chosen. By developing a low quality simple 
traditional PID controller simulation investigations can be 
made for observing the absolute maximum value of the 
occurring responses so a value qK max0   can be 
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chosen. (It essentially depends on the accelerations of the 
nominal trajectory and the feedback constants applied.) The 
“dynamics” of the whole system determines the reasonable 
choice for the delay time >0 which is short enough for not 
allowing the “past observations” become obsolete during 
it. With this choice we obtain that (8) approximately 
becomes 
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Following that, on the basis of simple simulations the A>0 
can so be chosen that we obtain a damping factor for (t) as 

0: 10 






fAK  that exponentially stabilizes it around 0 

according to (10). If  is large enough the additional terms 
at the RHS of (10) mean only little perturbation. Now, for 
defining a Lyapunov function at first a formal artificial 

state variable  T ,,:y  must be defined that propagates 

according to the equation 
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With a positive definite constant matrix P of size 3×3 the 
Lyapunov function V:=yTPy can be introduced that 
evidently satisfies the restrictions set for a Lyapunov 
function [V(y)0, V(0)=0, and V>0 if y0]. Furthermore, 
according to Barbalat’s lemma from y=0 it follows that 
q(t)qN(t). For guaranteeing non-positive derivative to V, 
by the use of (11) the usual condition can be gained: 
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By solving the Lyapunov equation CTP+PC=-Q for a 
positive definite symmetric Q the quadratic term in (12) 
becomes negative, while the remaining term is only linear 
in y, and it is multiplied with the quantity  that fluctuates 
near zero. Therefore, though no asymptotic stability can be 
granted, but a simple stability with some little positive V 
certainly can be guaranteed until the solution is in the 
vicinity of the fixed point of H(x,0). The basin of 
convergence depends on the properties of f(x) and it can be 
manipulated by the approximate model data and structure. 
A possibility for applying the same idea of adaptivity is the 
application of a sigmoid function projected to the direction 
of the response-error as e.g. in [20] with w(t):=f(t-)-xd(t), 
u(t):=w(t)/||w(t)||, 
 
        uwzwz ABKtABt   1: . (13)

 
This extension yielded very good simulation results. In the 
next section the application of this method in the formal 
framework of MRAC controllers is described. 

3 APPLICATION OFTHE FIXED POINT 
TRANSFORMATIONS IN MRAC 

The above outlined idea can simply be applied for 
designing MRAC controllers. Let the “desired joint 
acceleration” Dq  be defined as in the previous section. Let 

the reference model be used for calculating the desired 
control action UD that could properly govern the reference 
model. The above outlined input deformation now can 
simply be applied in the space of the control actions as 
outlined in Fig. 1 (the block called “Deformation” contains 
the function H). The deformed control signal UReq is 
exerted on the actual physical system under control 
(denoted by the block “System”). Its realized response q  

now is introduced into the reference model again, and the 
appropriate control action calculated from this model is 
considered to be the realized response in the space of the 
control actions. 

 

Reference Model

Dq
Deformation

DU
ReqU

System

Reference ModelDelay

Delay

q

q

The Adaptive Part of the Controller

The „Deformed System”

 
Figure 1 The novel MRAC scheme. 
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(In the simulations these quantities are referred to as the 
“Recalculated” control actions.) The scheme in Fig. 1 does 
not need any further sophisticated mathematical analysis. If 
it works it evidently has to result in precise trajectory, 
velocity, and acceleration tracking, and also determines the 
appropriate deformation of the force / torque signal 
calculated to the reference model to achieve appropriate 
acceleration of the actual system under control. 
Furthermore, as the recalculated control action approaches 
the desired control action UD, the MRAC idea is also 

realized: for the external loop that calculates Dq  the 

illusion is generated by the internal loop framed in Fig. 1 
that it controls a system that dynamically behaves like the 
reference model. Therefore in the sequel potential 
application examples are given. 

4 SIMULATION EXAMPLES 

The model of the paradigm under consideration is depicted 
in details in Fig. 2. 
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Cart + Beam + Hamper System
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Figure 2 The dynamic model of the paradigm under consideration. 

 
The exact parameters of the system were M=30 kg, m=10 
kg, L=2 m, =20 kg×m2, g=10 m/s2. The approximate 
model parameters, i.e. the parameters of the reference 

model were M̂ =60 kg, m̂ =20 kg, L̂ =2.5 m, ̂ =50 
kg×m2, and ĝ =8 m/s2. For the PID-type kinematic 

trajectory tracking in (2) was =8/s. In the adaptive control 
the K=35000, B=-1, A=0.5×10-6, and =10-4 s setting was 

applied. The simulations were made in SCILAB-5.1.1 and 
Scicos version 4.2. In order to get consistent results the 
maximum allowed time-step of the numerical integration 
was limited to . 
In the first run results were obtained for a sinusoidal 
nominal trajectory by the non-adaptive, simple PID 
controller. 

  

 
Figure 3 The joint accelerations of the non-adaptive controller tracking a sinusoidal trajectory  

(for q1: solid, q2: dashed, q3: dash dot, detailed excerpts at the RHS). 
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Figure 4 The generalized force components of the non-adaptive controller tracking a sinusoidal trajectory  

(for Q1: solid, Q2: dashed, Q3: dash dot, detailed excerpts at the RHS). 
 
 
Figures 3 and 4 reveal that the simple PID controller 
compensated the modeling errors by very drastic feedback 
(without adaptivity the “Reference” torque/force signal is 
exactly identical to the “Deformed” signal because no 
adaptive deformation happens, so we see only 3×2 curves). 

It is evident that the “Recalculated” torque/force signal 
significantly differs from the “Desired” one due to the 
significant differences between the reference model and the 
actual system.  

 
 

 
Figure 5 The trajectory tracking of the non-adaptive controller tracing a sinusoidal trajectory  

(for q1: solid, q2: dashed, q3: dash dot). 
 
 
Figure 5 reveals that due to the relatively large  value the 
trajectory tracking is not very bad though the MRAC idea 
naturally is not even approached. The counterparts of the 
above results for the adaptive controller are described in 
the following figures. Figure 6 reveals that in contrast to 
the non-adaptive results of Fig. 3 in which the “nominal 
accelerations”, the “desired accelerations” (i.e. the 
nominal ones corrected by the PID feedback) and the 
“simulated/realized accelerations” seriously differ from 
each other the adaptive controller yields curves in each 
other’s close vicinity. Furthermore, apart from the initial 

transient part that originates from the inappropriate initial 
velocity of the controlled system the order of magnitude of 
the joint accelerations are determined by that of the 
nominal trajectory, so only minimal PID corrections are 
necessary. In Fig. 7 the realization of the MRAC idea can 
clearly be observed: for each Qi there are two curves in 
each other’s close vicinity (the “reference” and the 
“recalculated” values), and their significantly differ from 
their “deformed” counterpart. The adaptivity of the control 
is realized through this deformation that also yielded very 
precise trajectory tracking (Fig. 6). 
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Figure 6 The joint accelerations of the adaptive controller tracking a sinusoidal trajectory  

(for q1: solid, q2: dashed, q3: dash dot, detailed excerpts at the RHS). 
 

  

 
Figure 7 The generalized force components of the adaptive controller tracking a sinusoidal trajectory  

(for Q1: solid, Q2: dashed, Q3: dash dot, detailed excerpts at the RHS). 
 

 
  

 
Figure 8 The trajectory tracking of the adaptive controller tracing a sinusoidal trajectory  

(for q1: solid, q2: dashed, q3: dash dot, detailed excerpts at the RHS). 
 
 

 
To further test the abilities of this controller very drastic 
accelerations/decelerations were introduced into the 
nominal trajectory by replacing the sin(t) type curves by 
sin2(t) type curves that yields strong deceleration and 

subsequent acceleration at sin(t) =0. These new results 
strictly confirm the observations made for the case of the 
sinusoidal trajectory. 
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Figure 9 The joint accelerations of the non-adaptive controller tracking a sin2(t) type trajectory  

(for q1: solid, q2: dashed, q3: dash dot, detailed excerpts at the RHS). 
 

  

 
Figure 10 The generalized force components of the non-adaptive controller tracking a sin2(t) type trajectory  

(for Q1: solid, Q2: dashed, Q3: dash dot, detailed excerpts at the RHS). 
 
 

 

 
 

Figure 11 The trajectory tracking of the non-adaptive controller tracing a sin2(t) type trajectory  
(for q1: solid, q2: dashed, q3: dash dot) 
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Figure 12 The joint accelerations of the adaptive controller tracking a sin2(t) type trajectory  

(for q1: solid, q2: dashed, q3: dash dot, detailed excerpts at the RHS). 
 

  

 
Figure 13 The generalized force components of the adaptive controller tracking a sin2(t) type trajectory  

(for Q1: solid, Q2: dashed, Q3: dash dot, detailed excerpts at the RHS). 
 
 

 

 
 

Figure 14 The trajectory tracking of the adaptive controller tracing a sin2(t) type trajectory  
(for q1: solid, q2: dashed, q3: dash dot). 

 

5 CONCLUSIONS 

In this paper a novel approach was proposed for realizing 
the idea of the MRAC controllers for MIMO systems by 
the use of “Robust Fixed Point Transformations (RFPT)”. 
While the traditional designs apply Lyapunov's direct  
method that normally results in vulnerable and complicated  

 
tuning of many control parameters, this novel one operates 
with three fixed adaptive control parameters without any 
tuning. Its main advantage is that it requires only little 
computational efforts. In this paper Lyapunov’s direct 
method was used only for proving the convergence of the 
novel method. The controller’s design does not need this 
complicated technique. 
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The operation of the method was demonstrated by the 
example of controlling a 3 DOF Classical Mechanical 
system with parameter modeling errors. The reference 
model corresponded to the system having the “nominal 
model parameters”. The task of the MRAC controller was 
to make the behavior of the actual system similar to that 
having the nominal parameters. For the simulations 
SCILAB-5.1.1 and Scicos version 4.2. were used with a 
sophisticated ODE solver and properly limited size of the 
maximum allowable time-step in the numerical integration. 
A further step in the research may be the investigation of 
the effects of observation noises especially in the responses 
of the controlled systems. 
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ABSTRACT 
 

At the practical application of robots, the part processing time has a key role. The part 
processing time is an idea borrowed from manufacturing technology. In robotics it mostly 
means that the robots tool-centre point should go along some given path and the tool 
orientation in every point should also have the given values. These two requirements have to 
be satisfied at the same time. In the present paper we propose a method which provides the 
motion in every point of the path with the possible maximum velocity. In fact, we divide the 
path to transient and cruising parts and require the maximum velocities only for this second 
part. The given motion is called “Time-optimal cruising motion”. We demonstrate on an 
example the simplicity of the approach. Using the parametric method of motion planning, we 
give the equations for determining time-optimal motions. Not only the translation motions of 
tool-centre points but, also the orientation motions of tools may be optimally planned. The 
time-optimal motion planning is also possible for free paths (PTP motions). A general 
approach for this problem is proposed, too. In the paper, some parts are devoted to the deeper 
understanding of the optimization problems. 

 

Keywords:  Robot motion planning, Path planning, Trajectory planning, Parametric method, Path length, Time-optimal, 
Cruising motions, Tool-centre point, Orientation changes, PTP motions, Free paths 

 

1 INTRODUCTION 

Robot motions may be described by the Lagrange’s 
equation 
 
    τqqhqqH  ,  (1.1)

 
where  qH  is the inertia matrix of the robot, q is the 

vector of joint displacements, their components form the 
joint coordinates, q  and q are the joints velocity and 

acceleration vectors. The function  t,,qqh   is the nonlinear 

term containing centrifugal, Coriolis, gravitational forces, 
frictions and also the external forces affecting the robot 
joints (including the forces (moments) acting at the end-
effectors, too),   is the vector of joint torques. The 
components of   torques (forces) are restricted by the 
torques characteristics of the driving motors. 

 

The  Tnqqq  ......., 21q  components of the joint velocity 

vector are constrained by the possible maximum number of 
rotations (in time unit) of the motors. As it is well known, 
the maximums of torques (forces) are the decisive factors to 
determine optimal (dynamical) processes. As it will be 
clear from what is detailed below the constraints of joint 
velocities determine the time-optimal cruising motions. 
Formulating an optimization problem (for example: to 
move the robot end-effector centre-point from one point to 
another in the space in minimum time), it can be solved by 
using the mathematical theory of optimal processes: the 
Pontriagin’s maximum principle, or Dynamic programming 
of R. Bellman, or other methods. 
Let us return to the Lagrange’s equation. In extended form 
it is 
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maxmin iii uuu      where  i = 1.2,...,n 

 
In (1.2): 

ijI  are the components of the inertia matrix, ijkC are 

coefficients for the Coriolis and Centrifugal forces. These 
terms are (usually) also nonlinear functions of joint 
displacements.  

ijR  is the viscous damping coefficient, and ig  is the 

gravitational term, 

iu  is the force or torque given by the actuator of the i-th 

joint. 
In (1.2) the external forces are not indicated (but, when it is 
needed, they can be included). It is not indicated either that 
the components of joint velocities vectors are constrained, 
too. 
Solving the optimal control problem, one may have the 
solution in form 
 

),,( tqquu opt
  (1.3)

 
It can be realized in computed torque manner. But in 
control practice it is desirable to solve the synthesis 
problem and generate the control signals depending on the 
error signals. 
The error signals are: 
 

iidi qq     i=1,2,……n (1.4)
 
The qid signals are the desired values (functions) of the joint 
coordinates.  

Their derivatives are: ii   , etc. 

Looking at Equation (1.2) (having in mind that the 
coefficients are also highly nonlinear) it can be imagined 
that to solve optimization task is not an easy task. But if the 
nonlinear effects can be neglected, in principle, for 
individual robot arms, the well-known optimal “bang-
bang” control principles could be applied. As far as we 
know, it is not very frequently applied in robotics. The 
reason is: a robot is not an artillery gun, or a spacecraft, or 
any similar. 
In the present paper we will not follow the way outlined in 
this Introduction. In the second part of the paper the motion 
planning problems will be specified and analyzed. Also a 
state-of-the-art summarization is given. The 3rd part 
outlines the basic results concerning time-optimal cruising 
motions. In this part the basics of parametric method of 
motion planning are given, too.  In part 4, time-optimal 
PTP motion is analyzed and solution method is presented. 
In part 5, realization aspects are outlined. In part 6, the 
interrelation of path, trajectory planning, and trajectory 
tracking is analyzed. In part 7, the problems of a very 
important practical field, the making of corsets for spinal 
diseases corrections is discussed. In Appendix, a simple 

example for time-optimal cruising trajectory planning is 
given. 
 
ROBOT MOTION PLANNING 
 
Now, let us return to the rather exact formulation of the 
robot motion planning problems. The following tasks 
should be solved: 
 Path planning 
 Trajectory planning 
 Trajectory tracking 

 
PATH PLANNING 
 
Given a robot and its environment. The task is to plan a 
path which results in a transition of the end-effector centre 
point: 

a) from one position to another position; 
b) through a series of positions; 
c) along a continuous path. 

During these actions it may also be required that the 
orientation of the grippers, or working tools attached to the 
end-effector have the given orientations. Sometimes, the 
path planning can be approached as a pure geometric 
problem, but in many cases, the path, trajectory planning 
and tracking problem are deeply interconnected. In the 
cases when these levels can be considered separately, for 
path planning, optimization problems, with geometric 
criteria, can be formulated. For example, the goal may be to 
get the shortest path to walk over a series of points, or 
avoid obstacles, or avoid obstacles by volumetric bodies, 
etc. The powerful apparatus of computer geometry can be 
used to great extent to solve these problems. 
 
TRAJECTORY PLANNING 
 
Given a path to be followed by the working point (end-
effector centre-point) of a robot, and the corresponding 
orientations of tools attached to it. The dynamic 
characteristics of robot joints are known including the 
constraints on torques, forces available at the actuators. The 
limit values of the joints speeds, the limit values of speeds 
in Cartesian coordinate system are also given. Possibly, the 
same is given for accelerations. 
Complex knowledge is available about the technological 
process characteristics (requirements, forces, etc.). 
The most general and practical requirement is to find the 
motion giving minimum time for performing the task. 
Other goal may be to find the motion requiring minimum 
energy. 
 
TRAJECTORY TRACKING 
 
The task of the trajectory tracking, as it was mentioned 
above, is to plan the control action that guarantees the 
realization of the desired trajectories with the necessary 
accuracies. 
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2 MINIMUM-TIME TRAJECTORY PLANNING. 
STATE-OF-THE-ART. 

In the Introduction the minimum time motions were 
reviewed. Bellow, more details are given. 
The time optimal control problems can be classified into 
three categories: 
 Motion on constrained path between two endpoints; 
 Motion in free workspace between two endpoints; 
 Motion in a free workspace  containing obstacles. 

Concerning the robot motion in free workspace, a number 
of results are available. In Geering, Guzzella, Hepner, 
Onder (1986), [3] it has been shown that the time optimal 
controls of motion in free workspace, are regularly that of 
switching nature. The maximum torques (forces) are 
switched for accelerating and decelerating in an appropriate 
manner. A huge number of papers were dealing with 
different aspects of the above problem. An overview can be 
found in S. K. Singh (1991). In Singh's paper a general 
numerical method to the solution of similar optimization 
tasks was proposed, too. Discretization and the use of non-
linear programming method form the essence of this 
approach. 
In many of the application problems the motion is 
constrained to a given path. Examples include arc welding , 
milling, grinding, painting, deburring using robots. 
Several researchers have addressed the problem of this 
constrained motion of robots. Recently, it has turned out 
that the parametric description of the robot motion is one of 
the most promising way of the investigation of constrained 
motion. The most detailed outline of this method  can be 
found in K. G. Shin, N.D.McKay (1991)[9]. 
When using the parametric method, the differential 
equations characterising the motion  of the joints of an n-
degree of freedom  robot can be transformed to a form 
where instead of n joint coordinates ( nqqq ,...,, 21 ) only the 

one path parameter ( )(t ) is present. The n non-linear, 
coupled (second order) differential equation of joints 
motion is transformed  to a second order  non-linear  
differential equation formulated for one parameter. Shin, 
McKay, and others, based on the parametric description, 
proposed an approach to the solution of the time-optimal 
control of constrained motion of robots. Shin and  McKay 
also used the parametric description method to the 
determination of other than the time-optimal motion.  An 
example is the solution of optimal control problem using 
minimum energy criterion.  
When using the method of parametric description, usually, 
the parameter is the length ( )(t ) along the path. In the 
present paper this approach will be used to a high extent, 
with the goal of investigating cruising motion rather than 
investigating dynamics. J. Podurajev and J. Somlo (1993 ) 
[10] used a parameter the time derivative of which is 
proportional to the square root of the entire kinetic energy 
of the robot mechanism. Using this parameter, the equation 
of motion becomes extremely simple. This approach made 

possible to develop optimal robot control according to 
energy criterion in a straightforward manner. 
Later, in this paper we introduce the time-optimal cruising 
trajectory planning problem in detail and solve it. Shortly, 
we speak about cruising motion when a robot end-effector 
performs some application tasks and during that moves 
with velocity slowly changing absolute value. Later, it is 
shown that a cruising motion is time-optimal when at least 
one of the joint velocity values is at its limit value. 

In Figure 2.1 transient and cruising motions are shown 
together. 

 
Figure 2.1 The cruising and transient parts of a path. 

 

In Somló J. and Poduraiev J. (1993) [11] a method is 
presented where, using the parametric method, it is solved 
that both acceleration and deceleration of the robot motion 
are at their limit values. in the transient motion parts (see 
also: Somló J., Lantos B.,P.T. Cat (1997) [2] ). 
The proposals for trajectory planning in technical literature 
are based on rather simple approaches. Below, the method 
proposed in K.S. Fu, R.C. Gonzalez, C.S.G. Lee (1987) 
[12] is discussed. (Similar approach is outlined in L. 
Sciavicco and B. Siciliano [13]). 
 At this approach, the coordinates of a series of points in 
Cartesian coordinate system. are given The corresponding 
joint coordinates values are determined by inverse 
transformation. If the joint positions, speeds and possibly 
accelerations (deceleration) are known in the given points 
(and, also, the desired time of motion from  point to point), 
the paths for joints satisfying the given conditions can be 
determined using proper-order splines. 
For example, if in two points the 

)(),(),(),( 11  iiiiiiii tqtqtqtq   joint coordinates and speed 

values are given, a third-order spline 
 

3
3

2
210)( tatataatq iiiii   (2.1)

 
may be used for path determination of the motion. Because 
 

;32)( 2
321 tataatq iiii   (2.2)
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the iiii aaaa 3210 ,,,  parameter values can be determined from 

the 4 equations obtained at t = ti and t = ti+1. 
When the accelerations are also specified, fifth-order spline 
with six adjustable parameters can be used. This method 
may also be used if N points, termed paths poits, are 
specified along the paths (see: [13]. 
These approaches are rather simple, but need some 
justification. Sometimes it may turn out that the trapezoidal 
speed profile is the adequate solution. This can be the case, 
for example, when the technological process constrains the 
speed. But, it can turn out only after the motion features 
were analyzed in detail. Indeed, in general, the speeds, the 
time of motion between the points, the acceleration, 
deceleration relations are unknown. In fact (see later) this 
quantities (among other factors) depend on the 
configuration of the paths. So, the proper order of 
investigations is to try to determine, in a systematic way, 
the above quantities, then go on with the solution of 
planning problems. The time-optimal cruising trajectory 
planning method outlined below solves these problems. 

3 TIME-OPTIMAL CRUISING TRAJECTORY 
PLANNING 

3.1 MOTION ON A GIVEN PATH 
First we analyze the case when the path to move on is 
given. We assume that the acceleration, deceleration 
abilities of the robot are so high that the transient motion 
part (see: Figure 2.1.) may be neglected. This condition, 
usually, is valid for most of the industrial robots and 
applications. First, in the next paragraph of the present 
paper we will discuss one of the simplest cases to 
demonstrate the basic ideas. 

3.1.1 Time-optimal cruising motion planning for polar 
manipulator 

In Figure 3.1, a 3-degrees of freedom cylindrical robot is 
shown. In Figure 3.2 the rotational and horizontal 
translation degrees are given. We name this mechanism as 
polar manipulator. 

 
 

Figure 3.1 Cylindrical robot. 

Figure 3.2 Polar manipulator. 
 

For time-optimal cruising trajectory planning we proposed 
a general method in [2 and 11]. We outline the basic idea of 
this method below. We want to move the end-effector 
working point (point C) from point A to point B along the 
path indicated in the Figure. 
The equations of the direct geometry are: 

 
 

Figure 3.3 Time-optimal motion. 
 
 

12 cos qqx   

12 sin qqy   
(3.1)

 
To realize the motion we need the equations of the inverse 
geometry. These are: 
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x

y
arcq tan1   

22
2 yxq   

 

(3.2)

 
In any given point, the velocity is directed tangentially to 
the path. The absolute value of the velocity is determined 
by the components given by the joints. Namely, the 
rotational joint results a component  
 

121
qqv   (3.3)

 
The translation joint motion results a component 
 

22
qv   (3.4)

 
The absolute value of the velocity is 
 

2

2

2

1
vvv   (3.5)

 
Now, let us try to determine the possible maximum 

absolute value of velocity. Let max1


q and max2


q be the 

maximum value of joint velocities. Clearly, in order to 
increase the absolute value of the velocity we should 
increase the joint velocities. Let us consider the case 
demonstrated in Figure 3.3. 

Increasing 2q  to his maximum value max2


q  

 
2

max2
2

12max2
)()( qqqv    (3.6)

 
The components of the velocity vector are interconnected 
because the motion should be directed along the tangent to 
the path. So, to get 

max2
v  is very easy as it is demonstrated 

on Figure 3.3. 
(If analytical form is required, the following relation can be 
used to determine the required quantities 
 

)tan( 1

2

1 q
v

v
c    (3.7)

 
Here c  is the angle of the path related to axis x (see,   

on Figure 3.3). It will be shown bellow that this step is 
unnecessary to perform.) 
Increasing the absolute value of velocity more the 
maximum of other component may be reached  
 

max12max1
qqv   (3.8)

 

It is clear that this value may not be realized because at that 
the other component would exceed its limit value. 
 So, the optimal velocity value is 
 

 
max2max1

;min vvv
opt

  (3.9)

 
In the given case this is

max2
v . 

Let us now try to get an analytical expression for the 
realization of the above. 
By the derivation of (3.1) we get 
 

    21112 )cos()sin(


 qqqqqx  

    21112 )sin()cos(


 qqqqqy  
(3.10)

 
Solving  (3.10) for 1q  and 2q  we have 

 

22
1

yx

yyxx
q







  

222 yx

xyyx
q







  

(3.11)

 
Let in a point (for example in C) world coordinates of 
which are xi and yi the angle of the tangent of the path with 
axis x be i  (earlier we used for the same c  ). Then 

 

ivx cos  and ivy sin  (3.12)

 
Substituting the quantities into (3.11) we get 
 

vyxSq iií ),,(11   

vyxSq iii ),,(22   
(3.13)

 
where S1 and S2 are the quantities obtained by the 
substitutions. So, for the maximum values we get 
 

max11max1 (...) vSq   

max22max2 (...) vSq   
(3.14)

 
Accordingly, 
 

(....)1

max1
max1 S

q
v


  

(....)2

max2
max2 S

q
v


  

(3.15)

 
For the determination of the optimal velocity value 
Equation (3.9) is valid. 
According to the above, in every point of the paths the 
time-optimal cruising velocity can be determined. This 
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velocity depends on the geometry of the paths (world 
coordinates of the points and direction of the tangents to the 
paths) and on the maximum possible values of the joint 
velocities. 
We name dominant the joint the maximum velocity of 
which determines the optimum. The dominancy may 
change in some points. In these points both joints result the 
same maximum velocity (for the given example in these 
points 

max1
v and 

max2
v  are equal). 

In fact, Equations (3.10) and (3.11) are the rows of the 
Jacobian matrices. So, all the above can be interpreted from 
the point of view of using Jacobian matrices. This has been 
done in Somló, Lantos, P.T.Cat [2]. In this case we use 
 

Tyx ),(

)(





x

qxJx 
 

xqJq 1  )(  
Tqq ),( 21q  

(3.16)

 
where J and J-1 are the Jacobian and inverse Jacobian 
matrices respectively. 

3.1.2 Parametric method of trajectory planning 
It was mentioned above that we propose to solve the time-
optimal cruising trajectory planning for the whole path but 
how to do that was not outlined in a systematic way. In what 
follows, we will try to solve this task. 

Shin and McKay in [7 and 8] proposed to use a parametric 
approach for robot planning problem. They proposed as a 
parameter the path length. It is clear that at any form of 
description of any path the world coordinates may easily be 
expressed as functions of path lengths. Indeed, the distance 
of any two points in plane or in 3D space may be easily 
computed. Representing the world coordinates of a robot as 
function of the determined paths lengths, the parametric 
description problem is solved. The inverse transformations 
connect the joint coordinates values with the world 
coordinates values. So, if the last ones are expressed by the 
parameter, it leads straight to the opportunity to express 
also the joint coordinates as functions of the parameter. 
This is the essence of the parametric approach. In fact, the 
parameter is an independent variable for the planning. 
Let us return to the analyzed above example. Let the world 
coordinates in a point of the path be xi and yi Let in the next 
(nearest) point of the path the coordinates be xi+1 and yi+1 .. 
The distance between the two points is 
 

2
1

2
11 )()( iiiii yyxx    (3.17)

 
and 

ii

ii
i xx

yy









1

1arctan  (3.18)

 
For the point with index (i-1) we have 
 

2
1

2
1 )()(   iiiii yyxx  (3.19)

 
Let us assign to every point which we consider a serial 
number. This numbers are: i = 1,2,…..N, and are also used 
as indices of the points. The last index value is N. The 
length of the path until point with index k is indicated 
as k . Clearly 1 =0. For others 

 





k

i
ik

2

  (3.20)

 
In the last point of the path k = N and N is the overall 

length of the path for which we will simply use . 
In any point of the path the k  value can be computed. 

To k  belong the xk and yk world coordinates values. By 

inverse transformation the q1k and q2k values may be 
computed. In such a way the following functions may be 
determined: 
 

)(11 fq   

)(22 fq   
(3.21)

 
Of course, in this way we obtain functions determined in 
discrete points. This is very much suitable for robot control 
tasks where, usually, similar representations are used. But, 
if necessary, sometimes, analytical relations may also be 
developed. Let us consider the above example, and motion 
along a straight line (from A to B; Figure 3.3). 
In this case 
 

)cos(  Axx  and )sin(  Ayy  




sin
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


A

A

x

y
arc  

and )(22 fq  = 

22 )sin()cos(   AA yx  

 

(3.22)

 
Assuming   k  (k = 1, 2, …, N), we return to the 
discrete representation. 
We remark that in this way (if necessary) sub-division of 
interpolation sections of paths is possible. 
Now, we analyze the discrete velocity values in the selected 
points of the path. 
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(3.23)
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It can be recognized that the velocity values may not 
exceed their limit values. So, 
 

max

max 












t

f
q j

j     (j = 1,2) (3.24)

 




 






 )()( jjj fff
   (j = 1,2) (3.25)

 

max
max












t

v
j


   (j = 1,2) (3.26)

 
Based on all above  
 





j

j

j f

q
v max

max


    (j = 1,2) 

(3.27)

 
Then, 
 

 
max

min
jopt

vv     (j = 1,2) (3.28)

 
It is easy to recognize that if for a 3D problem we use the 
parametric representation, then we get 
 

)(ii fq      (i = 1,2,3) (3.29)
 
The derivatives of the joint coordinates may be obtained as 
 

dt

df

dt

dq ii 



     (i = 1,2,3) (3.30)
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



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
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i
i

i
f

q
v
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d max
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max


   (i = 1,2,3) 

(3.31)

 

The 

 jf

 values may be computed as indicated above (see 

Equation (3.25)). 
The time-optimal velocities are 
 

 
max

min
iopt

vv     (i = 1,2,3) (3.32)

 
For the mathematical correctness of what mentioned above, 
it should be emphasized that the relations are meaningful in 
the points only where the derivatives used exist. So, the 
cross points of interpolation sections, the singularity points 
should be excluded from considerations. The above fact 
does not give any difficulty from the point of view of 
practical realizations. 

 
Figure 3.4 Changes of positions and orientations. 

 

Returning to the above, by determining the )(v  
function for the whole path, in fact, we solve the trajectory 
planning problem. A graphic of a curve obtained for some 
planning tasks is demonstrated in Figure 3.5. This curve in 
itself is very much meaningful. At any  value the velocity 
along the path may not be higher than the corresponding 

 on the curve. On the contrary, any value below the curve 
may be applied. If a constant velocity along the path, is 

required for the whole path it may not be higher than min . 

In some cases, different constant velocities along the path 
sections may be required. These may be constructed using 
the curve. Other opportunities are possible, too. 

 
Figure 3.5 A )(v  function. 

 
But the most important fact is that using the planning result 
we can establish the motion time path length relation.  
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Indeed, 
 

)(
v

dt

d
  (3.33)

 
So 
 








0 )(

)(
v

d
t  (3.34)

 
By the use of the Equation (3.34) the time values belonging 
to any  can determined and so the 
 

)(11 tgq   and the )(22 tgq   (3.35)
 
input signals for the drives may be determined which 
realize time-optimal cruising motion. 
An example for the polar manipulator is given in the 
Appendix. 
 

3.1.3 The changes of position and orientation together 
In the previous paragraph only the translation motion of the 
end-effector centre point was considered. It is well known, 
that together with the translation motions, depending on the 
path, on the robot construction and parameters, the 
orientation also changes. Requirements are formulated, 
very frequently, not only for translation but for orientation 
motion, too. The proposed method can be used for this case 
without any change. 
The synchronised translation and orientation changes can 
be interpreted as shown in Fig. 3.6. 

 
Figure 3.6 Translation and orientation paths. 

 

The tool-centre point motion is characterized by vector rp . 
The tool-frame xn, yn, zn is determined by its orthogonal unit 
vectors l, m, n. As it is well known there are only 3 

independent values among the components of these unit 
vectors. So, if 
 
l = (lx, ly, lz)

T 
m = (mx, my, mz)

T 
n = (nx, ny, nz)

T 
(3.36)

 
Then, selecting any 3 independent components we can 
introduce the x4, x5, x6 orientation (world) coordinates. To 
be consequent, we introduce also x = x1, y = x2, z = x3. 
Solving the path planning problem, which now can be 
interpreted in spaces x1, x2, x3 and x4, x5, x6, we can solve 
the trajectory planning problem. For that we use the 
parametric method. 
The parametric method of planning gives: 
 

)(44 fq  , )(55 fq  , and )(66 fq   (3.37)
 
We remark that, usually, in the equations of the inverse 
geometry, for q4, q5, q6 the values of q1, q2, q3 are involved. 
It does not give any difficulty when using the parametric 
method. 
All the above is a clear indication for the fact that the time-
optimal trajectory planning method and equations stay 
valid. That is Equations (3.31) and (3.32) results time-
optimal motion with the only change 
 
i = 1, 2, 3, 4, 5, 6 (3.38)
 
We remark that when 5D application problems are solved 
by the robots the orientation space becomes a plane. When 
the orientation should be kept constant the orientation curve 
becomes a point. Irrespective of the above, the proposed 
planning method stays valid. 

4 TIME-OPTIMAL MOTION FROM POINT TO POINT 

The point-to-point (PTP) motion is simpler to analyze and 
realize than that for motion along a path. Nevertheless, it is 
very important to understand and use time-optimal motions. 
When PTP motion is used, proper step functions are input 
to the actuators of the joints, and the realized motions of the 
joints are step responses. The motions in Cartesian 
coordinates systems are determined by the equations of 
direct geometry of the robot. If the transient processes are 
short and the joints motions realize maximum velocities, 
the motion is close to same time-optimal cruising one but 
with undetermined before geometry. Now, let us analyze 
the question what are the opportunities of realizing the 
point-to-point motion when the motion on different paths 
may be realized, too. 
As an example, consider again the rotating and translating 
joint of a cylindrical robot (Fig. 3.2). Let us suppose that 
the transient motion is very fast. So, the motion features are 
determined basically by the cruising. 
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Let the task be to get from point A to B of Fig. 3.2. Then 
the difference of coordinates is: 
 

AB qqq 111   and AB qqq 222   (4.1)
 
Let the velocity limits be 
 

max1q  and max2q  (4.2)
 
They are constant values, independent of the states. Let 
 

max1

1
min1 




q

q
t  and 

max2

2
min2 




q

q
t  (4.3)

 
It is clear that only the bigger of the two values in (4.3) 
may be realized. This will give the absolute minimum of 
the motion time. 
In formal terms 
 

)max( minmin itt     i = 1,2 (4.4)
 
The joint which determines this minimum time is named 
dominant. 
At minimum time motion the dominant joint will be at its 
maximum possible velocity in every moment. 
The other joint's velocity value may vary in the domain 
 

maxmin jij qqq     j = 1,2 (4.5)
 
Now, let the dominant joint index be i and the non-
dominant joint index j. Let us move the dominant joint with 

the velocity maxiq


. It is clear that any velocity for the other 

joint in the maxmin , jj qq


 domain (see (4.5)) may be applied. 

If moving from point A with minjq


and maxjq


 the borders of 

minimum time paths in the x,y plane may be determined. 
Using the equations of kinematics it is very easy to get the 
boundary curves. It is equally easy to get the boundaries for 
the motion from point B using the method of backward 
time. (see Fig. 4.5). If there exists a common, contiguous 
area inside the borders containing A and B, then every 
realizable trajectory of this area is a minimum time one. 

Any trajectory of the domain is realizable if maxii qq


  and 

the (4.5) constraint (j = 2) is satisfied. 
Let us determine the border curves for the above example: 
 

a) Case when the rotation motion is dominant. 
That is: min2min1 tt  . 

The speed of rotating joint should always be at its limit 
value. 

max11


 qq . 

For the motion of the translating joint one has the following 
limit values: 
For the motion from point A 
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22min2
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 (4.6)

 
For the motion from (to) point B 
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22max2

max1

11
2













 q

q

qq
qqq

q

qq
q B

B
B

B
 (4.7)

 
b) Case when the translation motion is dominant. 

That is: min1min2 tt   . 

The velocity of the translation motion should always be at 
its limit value. 

max22


 qq  

For the motion of the rotating joint one has the following 
limit values: 
For the motion from point A: 
 

max1

max2

22
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For the motion from (to) point B: 
 

min1

max2

22
11max1

max2

22
1













 q
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qq
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q

qq
q B
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B

B
 (4.9)

 
The realizable trajectories lie inside the border curves 
demonstrated on Fig. 4.1 and 4.2.  All the trajectories for 
which in every point the following relation is fulfilled: 
 

maxmin iii qqq


    i = 1,2, (4.10)

 
and have the given initial and final points are realizable 
trajectories. 
The border curves are also realizable trajectories. There is 
always a special realizable trajectory which results the 
termination of the motions for the different joints at the 
same time. In the case of the given example, it simply 
means that the quicker joint velocity should  slow down to 
have min12 tt   (or min21 tt  ). This implies the 

corresponding trajectory inside the border curves. 
It is an interesting question how to choose from the set of 
realizable trajectories. All these trajectories realize the 
minimum of the time of the motion. It is possible to find 
trajectories which have some features more favorable than 
the others. For example: it can be a criterion to find the 
minimum time trajectory realizable by the minimum of 
energy. 
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It is also an interesting question what is the geometry of the 
minimum time trajectories for different robots and different 
tasks. It can be seen in Fig. 4.6 that, for example, in the 
case of Fig. 4.6 b there is a straight line path which can be a 
minimum time, realizable trajectory. In the case of Fig. 4.6 
a, such a line does not exist. The behavior of the robots 
from this point of view, including the investigation of the 
time of motions on different arcs, was analyzed by H. 
Doghiem (1993 a, 1993 b) [14,15]. 

4.1 Case when the shortest way for a robot between two 
points is not the straight line 

Looking at Fig.4.1 it can be recognized that if moving from 
A to B along the straight line it will take more time than 
moving on any time-optimal cruising trajectory. So, if we 
regard as the shortest way the one which takes the least 
time, it will not be the straight line. To handle the case is 
very easy. First we define the minimum time using Relation 
(4.4). Then we determine the time-optimal cruising 
trajectory planning for the straight line, which gives also 
the motion time, we get a clear picture about the 
quantitative characteristics. 

 

4.2 Optimal PTP motion in space 
What outlined for the example can be easily generalized for 
any degree of freedom. The dominant joint determination is 
exactly the same as in 2D case. Of course, when ND (N=3, 
4, 5, 6) problems are considered in Equations (4.1)  (4.5), 
the quantities with the proper indexation should be used. 
Furthermore, the individual representation of quantities for 
translation motion of the tool-centre point and orientation 
motions is necessary (as it was introduced for the 
investigation of time-optimal motions on a given path). 
Assuming that the dominant joint moves with the limit 
speed, the other joints have some freedom of motion the 
limits of which can be determined similarly as in the 2D 
example above. So, we move the dominant joint by the 

maximum velocity. Moving the other joints with   limit 
velocities (from point A and with backward time from point 
B) we get sub-spaces which form time optimal domains. 
Any realizable trajectory of these sub-spaces is a time 
optimal trajectory. The optimal motion paths domains now 
become 3D sub-spaces for translation and orientation 
motions. It is not so easy as in the 2D case to analyze the 
processes but it is fully possible. Even, graphical 
representations may help to find the most suitable paths. 

4.3 Optimal motions in free space with obstacles 
An excellent opportunity to solve the motion planning 
problem in the presence of obstacles is given by the 
approach outlined above. In this case, it is highly proposed 
to use graphical representations of the time-optimal motion 
domains. If realizable paths exist in between the optimal 
border and the obstacles borders, all these are time-optimal, 
that is give the same minimum time. The final choice may 
be made by considering a number of other than the time 
aspects. 

5 REALIZATION OF TIME-OPTIMAL MOTIONS 

Let us deal at first with the motions in a given paths. As it 
is clear from the outlined the determination of the time-
optimal trajectories is extremely simple. The equations 
which are necessary, for most of the industrial robots are 
known or can be easily derived. The maximums of joint 
velocities are included in the user handbooks of the robots. 
If in doubt, these values can easily be measured.  
The optimal trajectory planning computations may be 
easily realized off-line (see: Appendix). Then, using the 
data, final choice of the velocities is possible with the 
guarantee of part processing times. These may prove much 
more favorable than the ones chosen without the 
knowledge of consequences of the   planning decisions. For 
the realization of what above detailed user oriented, 
interactive computer programs can and were developed. 
For the demonstration, let us consider the Figure in 
Appendix. It can be recognized that moving from point A 
until close to point C the velocity value along the path is 
close to ]/1.0 smv  . In the region close to point D this 

velocity may reach a triple value. Many similar facts can be 
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Figure 4.1 Time-optimal PTP motion. 
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Figure 4.2 Time-optimal PTP motion. 
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recognized at the solution of individual tasks. Conclusions 
may be deduced for application planning, concerning even 
the path planning issues,. 
Returning to the possibility of realizing time-optimal (or 
close to that) motions, it can be stated that the modern 
industrial robot motion characteristics (velocities) are so 
high that even the minimum of time-optimal velocities is so 
high for the given paths that this constant velocity may be 
applied very effectively. But it is useful to know what it is. 
One may never know when the big problems occur. So, if a 
robot control is equipped with an option which realizes 
time-optimal motion, it is a significant step forward. To 
demonstrate the opportunity of realizing such a control 
system, an open system architecture robot control device 
was developed and experimented by Sokolov, Somlo, 
Lukanyin as reported in publications [16 and 17]. 
It is remarkable that the time-optimal motion planning 
gives upper bounds for the velocities. The final choice of 
the velocity should take into account other constraints, too 
(see: Somlo, Lantos, P.T.Cat [2]). The other constraints 
may be grouped into: technological constraints, safety 
constraints, psychological constraints, etc.   
Let us return to the question of free paths. For simplicity let 
us consider the 2D case, but suppose, that the device is able 
to realize not only PTP motions. Let us try to determine the 
path of the time-optimal motion. First (trivial) choice may 
be the straight line between A and B. If it is not time-
optimal (see: Figure 4.1), we can try to choose two straight 
line sections (ADB in Figure 4.1). If these are realizable, 
they might construct the path. Application of third and 
higher order splines for motion planning was reviewed in 
paragraph 2.1. Splines may also be candidates for realizing 
time-optimal trajectories. For satisfying the time-optimality 
condition they should fully lei inside the optimal border, 
and the trajectories should be realizable. 

6 PATH, TRAJECTORY PLANNING AND  
TRAJECTORY TRACKING TOGETHER 

Path and trajectory planning tasks are strongly 
interconnected. If the planner allocates in the workspace of 
the robot some paths, it is a very easy task to determine the 
time-optimal cruising regimes. It is also possible to 

determine the corresponding )(  functions. Estimating 

these functions gives a through picture about velocity 
characteristics. Velocities may be properly decreased, 
manipulated. Paths may be relocated in the workspace. 
Paths may be modified (for example, smoothed to get 
smaller velocity differences), etc.  
Trajectory tracking should provide the realization of the 
inputs given by trajectory planning. We divide the problem 
into two parts. The first part is the transient part realization, 
while the second comprises the realization of the motion on 
the time-optimal cruising part. As it was mentioned, to 
analyze the motion on the transient part and find suitable 
(optimal) control laws are not easy tasks and hard to 
realize. Nevertheless, this field is full of nice results.  

Below, we will deal only with the cruising part. As, for 
every point of the paths we have the joint coordinates, and 
correspondingly, all the derivatives of them, we can 
determine, (using the Lagrange equation (1.1), (1.2) (or 
others)) the torques (forces) necessary for the given motion. 
If all the torques (forces) are in the available regions (below 
the limit values) there is a good chance that the robot 
control will provide processes close to the required. This is 
especially true if sophisticated robot control methods are 
used (see: Asada, Slotine [1], Somlo, Lantos, P.T. Cat [2], 
Fu, Gonzalez, Lee [12], Sciavicco, Siciliano [13] and many 
others). 
Concerning trajectory tracking, the control science provides 
effective methods for the solutions. For example: 
Computed Torque, Model Reference Adaptive , Sliding 
Mode Control may be used (see, for example: 
[1,2,4,5,12,13]. 

7 ONE FIELD OF POSSIBLE APPLICATIONS 

To use low depth very high feed motions is a great promise 
for many technological processes. We are concerned with 
the problem of making corsets for spinal disorders (see: 
Somló, Tamás, Halász [20] and others, for example, [18] 
and [19]) The aim of the works is to develop an "intelligent 
corset” (plastic girdle) and a medical examination 
appropriate for early recognition and treatment of spinal 
disorders of young people aged 8-18 including a 
multidisciplinary methodology on the basis of medical 
science, informatics and material technologies. These 
research tasks also include the investigations of the 
opportunities of using advanced CAD/CAM technologies 
for the realization of the corsets. Corsets are made from 
plastic sheets that can not be produced by classical CNC 
machine tools technologies. Usually, dies are produced 
which serve for making the parts by pressing or by vacuum 
forming, etc. Recently, a new technology called. DSF 
(Dieless Sheet Forming; sometimes ISF (Incremental Sheet 
Forming) is used). has appeared to manufacture individual 
free-form sheets (In the literature Sheetmetal forming is in 
use but we intensively left out the metal attribute.) The 
principle was published in the patent of  E. Leszak in 1967 
[21]. EU Sixth Framework Project (Contract:014026) was 
devoted to the topic [22]. A survey of Japans results is 
published in [23]. 
In Figure 7.1 DSF process, equipments and product is 
demonstrated. 
In Figure 7.2 one-sided forming with warming is shown. 
The DSF technology is very similar to CNC manufacturing 
processes. It is similar, most typically, to vertical milling of 
sculptured surfaces by finger-like milling tool. However, 
no cutting but pressing or hitting of the surface is 
performed. 
In our research work polyethylene sheets were formed. The 
reason was, as it was noted above, that such sheets might 
be useful at corset making. 
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Figure 7.1 DSF process and equipment. 
 

 

 
 

Figure 7.2 One-sided forming with warming. 
 
In Figure 7.3 a corset and a girl with spinal disorder are 
shown. 
 

  
 

Figure 7.3 A corset and a girl with spinal disorder. 

Prior to our experiments, we could get information on DSF 
of polymer materials in cool condition only. For us it was 
clear, mostly from the practice of corsets making, that in 
our case warming was necessary.  It was a long way to find 
the proper temperatures and processing data. After finding 
the proper regimes, we could realize simple parts (truncated 
cones) in high quality. Then, we began to produce trough-
like polyethylene parts. The thickness of sheets was 3 5 
mm. The experience gained by the cones was very useful. 
In a very short time we could find the proper warming 
regime and data to get good-quality parts. In this case we 
faced other problems. The method of fixation of the part 
affected the quality very much. The sheet should have 
fixation stripe close to the forming actions. This is an 
indication for the fact that if no two- sided processing is 
used, some additional measures are necessary to provide for 
satisfying the requirements.  After solving all these 
problems the trough-like part making provided suitable 
quality. But the time of production was not short enough. 
For wide practical use the production time should be 
significantly decreased. 
It seems to us that the given technological process is very 
much suitable for trying to use very high, possibly time-
optimal velocities. 
One of the reasons for that is that the contact forces are 
extremely low. 
Similar conditions are valid when sculptured parts are 
produced from polyfoam materials by cutting. This is also 
used at corset making. Polyfoam torsos are manufactured 
by CNC machine tools which serve for vacuum forming of 
corsets. These torsos may also be produced by high 
velocity cutting realized by robots. 

8 CONCLUSIONS 

Proposals in the paper give a general and simple to- realize 
method for time-optimal cruising trajectory planning for 
industrial robots. The proposed approach is based on the 
parametric method. All the parameters which are needed 
for the application (for example, joint velocities limit 
values) are easily available. The basic relations reflecting 
the essence of the approach are given by Equations (3.29) ÷ 

(3.32). Then, determining the )(  function and from that 

the )(tt   relations, the joint drives inputs may readily 

be determined and consequently the time-optimal motion 
may be realized. A slightly different but in the spirit close 
method can be used for free paths. 
The time-optimal trajectory planning method provides 
plenty of information for application planning. Existing 
applications’ time needs may be shortened, and new 
applications may be developed with outstanding 
characteristics. 
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Figure 7.4 DSF of polyetilen sheets by warming. 
 

 
 

Figure 7.5 Through-like part made by DSF. 
 

8.1 SOME RESEARCH TOPICS 
It is reasonable to reconsider existing robot applications 
and estimate the opportunity of decreasing times. 
It is reasonable to relocate the paths in workplace (for 
existing robot applications) to find out their effect on 
production time (where to put?). 
It is an interesting research problem how close the optimal 
processes may be approximated by robots having rather 
simple control opportunities. For example, if piece-wise 
constant velocities are used for shorter or longer sections 
(how to program?). 
Many other similar problems may be formulated all giving 
practical advance with almost no price at all. 
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APPENDIX 

Let us consider a polar manipulator which is given in 
Figure A1. The shape of the path to be realized is also 
given (the proportions are not real). The circle centre point 
data are not indicated because the circle is tangent in point 
B to line AB. 

 
 

We determined the time-optimal cruising trajectory 
according to the proposed in the paper. The following 
observations can be concluded. The motion begins at point 
A with the maximum (negative) speed for the translation 
joint. Close to point B (still on the linear part of the path) 
the maximum speed "switches" to the rotation joint. Then, 

the optimal motion velocity is determined by max1


q . The 

length of this section is about 3 sec. The dominancy after 
about 7 sec of the overall motion switches again to the 
translation joint and a long motion section with max2q  

velocity is realized, until, close to point D, again the 
rotation joint becomes dominant. 
 
It is easy to recognize that if we use a constant velocity 
along the whole path its value should be below v = 0.1 m/s. 
Close to point D much higher velocities may be used. The 
overall time of the motion along the path at time-optimal 
motion is about 17 sec. If v = 0.1 m/s is applied, this time is 
27,4 s. So, the economy is significant. 
It is noteworthy that it was not mentioned here that the 
velocity limits of the joints should have constant values. 
For example, a real constraint might be given by the 
restriction of the centrifugal force acting on the load. These 
can be derived from the requirements of the safe gripping. 
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Figure A1 Polar manipulator and given path. 
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Let 
 

pm

GF
qq 


2
12 )(  (A.1)

 
where GF- is the necessary gripping force, 
 pm - loading mass. 

At certain points of the path, (A.1) may give more severe 
velocity limit than the manual given constraint. 
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Figure A2 Time-optimal cruising trajectory. 
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ABSTRACT 
 

The present investigation is dedicated to the study of the static balance at the tip of a planar RR 
robot. For this case, a configuration can be interpreted, in the  static sense, as an isotropic one 
when any force applied to the robot wrist yields a small displacement which is theoretically 
parallel to the applied force (no matter how the force is directed on the plane). This 
characteristic offers many advantages and it is considered as an optimal design goal. 
Unfortunately, the conditions to achieve such property in RR manipulators are very restrictive, 
and until now, only one solution is adopted, with a fixed lengths ratio. The present paper 
reveals how any RR planar robot can achieve isotropy at the tip by using a feedback action at 
the joints to gain arbitrary elastic coefficients. The new approach of design brings to less 
restrictive conditions than the previous ones. 

Keywords: SCARA, robotic arms, compliance, isotropy 

 
 

1 NOMENCLATURE 

 s : wrist position in the Cartesian space (plane);  

 q : joint coordinates array;  

 J : geometric Jacobian defined as  

    qs  J  (1)

 EF : external force; 

 ER : external force mapped in the joint space, namely 

     EE FR TJ  (2)

 PK : joint passive stiffness matrix  PnP2P1 K,...,K ,Kdiag  

due to the mechanical compliance of the joints components; 
 PR : joint reaction array with 

    qRP  PK  (3)
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 CK : joint control stiffness matrix, which is assumed in 

this paper to be  CnC2C1 K,...,K ,Kdiag , where the generic 

element CjK  of the diagonal represents the feedback gain 

(in terms of torque) at the corresponding joint j; 
 CR : reaction generalized forces due to the control system, 

arranged into an array, namely, 
    qRC  CK  (4)

 CF : control reaction force mapped in the Cartesian space, 

namely 
     CC RF T - J  (5)

 F : total active force at the wrist, 

     CE FFF   (6)

 PC : passive compliance matrix 

    Fs PC  (7)
due to passive mechanical characteristics of the joint 
components. Generally speaking, the passive compliance 
matrix is defined in the Cartesian space, while the joint 
stiffness matrix refers to the joint space. Therefore 

    1

PP KC  . 

 eqC : equivalent compliance matrix     EFs eqC  that 

includes the reaction component due to the control systems. 
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Figure 1 The adopted control scheme. 
 

2 INTRODUCTION 

RR dyads are very well known in practice and theory, since 
they have been adopted in many applications. One of them 
is the well known SCARA robot, which has been used 
widely in the industry during the last decades. The lengths 
of the first two links are usually optimized for general 
purpose. One choice, could be the adoption of an optimum 
ratio of the first length by the second one, such as, for 
example, 
 

2
2

1 
l

l
l . (8)

 
In several cases, as it will be described soon in the paper, 
this particular ratio is the only one which can guarantee the 
existence of at least one configuration where isotropy is 
reached at the wrist. To achieve the same result with a 
different length ratio, the stiffness at each joint should be 
varied according to a proper law. However, such 
modification is rather difficult a task, since the mechanical 
properties of the hardware should be changed. 
The present paper discloses, for the first time in literature, 
how to get at least one isotropic configuration for any RR 
planar arm by simply acting on the robot control system. 

3 REVIEW OF THE PREVIOUS CONTRIBUTION 

The concepts of manipulability and isotropy have been 
considered interesting topics for decades, because they 
make it easier to improve a manipulator. Actually, they 
represent a numerical valuation of a certain design and 
many performance indices can be derived. 
Early performance kinematic indices can be found in [1], 
where the concept of service angle was introduced, and in 
[2], where the conditioning criterion appeared. Then, some 
contributions, such as, for example [3-5], introduced the 
concepts of manipulability and dextrous workspace. 
Thanks to many other contributions, such as [6-10], the 
concept of condition number of the Jacobian was 
introduced. In [11] the kinematic performance was related 
to the minimum singular value of the Jacobian, as a 
measure of the distance to singularities. Based on the 
condition number of the Jacobian, the kinematic  

 
 
conditioning index was defined as in [10]. Other 
formulations and various aspects of open chain 
manipulability have been also investigated in [12-15]. 
Nearly all of the previous contributions are based on 
parameterizations of the forward kinematics in local 
coordinates. In [16-17] manipulability has been formulated 
under a general mathematical framework, by using the 
coordinate free methods of Riemann’s geometry. 
Moreover, a great number of cost functions (to characterize 
the kinematic performances of the manipulator) have been 
presented in literature. In [18] a cost function to describe 
kinematic isotropy, manipulability and accuracy has been 
proposed. In order to remove the configuration dependence 
from these measures, a new global isotropy index, 
introduced in [19-20], could compare worst-case values of 
the workspace as a whole. 

4 THE INFLUENCE OF JOINT STIFFNESS  
ON THE RR ISOTROPY MAP 

The class of SCARA robots became quite popular because 
they presented a selective compliance which was used to 
adjust positions very easily, by using conical insertion 
procedure before the required operation. Therefore, robots 
belonging to this class present higher compliance than the 
others. 
The principle of static compliance (or stiffness) is a general 
topic which is approached firstly by defining the so called 
joint stiffness matrix [K], whose generic element i − j 
relates the torques acting on joint i to the rotation on the 
joint j. However, given a serial manipulator, a simple 
analysis of the mechanical characteristics allows to reach 
the conclusion that a torque on a joint can not affect the 
rotation on another joint, unless they are coupled either by 
a mechanical or by an electronic system. 
For this reason, the stiffness matrix in the joint space 
 

  









2

1

0

0
K

k

k
 (9)

 

is usually diagonal. Using the simplified notation 
 

   
    ijjiii

ijjiii

cc

ss







coscos

sinsin
 (10)
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where k  is the k - joint  rotation angle, the compliance 

matrix can be obtained by means of the relation 
 

      T1 JKJC   (11)
 
where [J] is the RR Jacobian, namely, 
 

  












12212211

12212211J
clclcl

slslsl
. (12)

 
It can be shown easily that for an RR planar dyad, 
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Introducing the dimensionless parameters 
 

2

1

l

l
l   (13)

2

1

k

k
s   (14)

 
and setting, with no loss of generality 
 

01  , (15)
 
the equations  (12) and (11) can be written in the forms 
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and 
 
    c~C  (17)
 
respectively, with 
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and 
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 (19)

The condition of parallelism between the external force and 
the tip displacement imposes a particular structure for [C] 
and, consequently, for [Γ]. 
In order to obtain such structures, let us introduce a basis in 

2 , namely     21 , vv ,   2iv . Then, a force  F  can be 

written, with respect to such a basis, as 
 
         V2211  vvF  (20)
 
with 
 
      21V vv  

   T

21    

 
Changing the force means changing the coefficient vector 
{α}, since a biunique relationship between them holds.  
Now, the parallelism condition holds once that 
 
       V Fs  (21)
 
Making use of (20) and (21), the relationship between force 
and displacement involving [C] can be written as 
 
       VCV   

 
or, equivalently, after some computations, 
 

          0)VCVI( 1     (22)

 
Condition (22) must hold for any   2 . It implies that, 

necessarily, 
 

        0VCVI 1    
 
from which one gets 
 

       IVIVC 1     
 
Hence, [C], and then [], must be diagonal with the same 
values for each entry of the diagonal and so the conditions  
under which parallelism, i.e. isotropy, is achieved can be 
written as 
 

0C(2,2)-C(1,1)   (23)

0C(1,2)C(2,1)   (24)
 
yielding 
 

0
1222 2

2

2

2

2

2 



s

slls ccc




 (25)

 
0222 




s

sl ccs




 (26)
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whose non critical solutions can easily obtained in the 
closed form 
 

12  ls   (27)











l
 1

arccos2 . (28)

Figure 2 The equivalent compliance matrix. 

5 THE CONTROL ACTION FOR THE ARBITRARY 
RR DYAD STIFFNESS SETTING 

As stated in the previous paragraphs, in this paper the 
overall stiffness of the robot is evaluated by taking into 
account the following hypotheses: 
 the links are perfectly rigid bodies; 
 there is a passive compliance at the joints due to the 

mechanical characteristics of the revolute system, 
including the speed reducers; for example, this 
assumption holds for any SCARA architecture, where 
the Harmonic Drives are used to have a certain amount 
of compliance, as they were used to adjust positioning 
operation in the plane; 

 there is also an active compliance that can be provided 
by a feedback control scheme. 

It is well known that any robotic structure is provided by a 
control system that guarantees joint control, allowing to get 
any (feasible) configuration. Usually, such a control is 
designed in order to have zero steady state error, that is the 
desired joint configuration should be reached exactly and 
any disturbance force or torque should be compensated. 
In the present case, a small displacement not only is 
acceptable but must be present, and in a steady state it 
should be proportional to the external action that the 
control system considers as a disturbance. This means that 
the normal action of the control system must be modified. 
There are two simple ways to get the desired behaviour. 
The former is the inhibition of the integral action of the 
controller, without which the zero steady state error is no 
longer obtained. The latter makes use of an additional 
feedback with a simple proportional control. In both cases, 
under the hypothesis that the condition under which the 
isotropy is studied, i.e. that the mechanical structure is 
fixed in a desired position by the action of the embedded 
control system, so having zero velocities and accelerations, 

all the dynamic behaviour can be neglected and the whole 
control scheme can be simplified as in Figure 1.  
With reference to the Nomenclature,  q  and  s  are 

small displacement arrays in the joint and Cartesian spaces. 
From the hypotheses, the control acts in order to keep the 
reached configuration  q̂   stable, and therefore the desired 

displacement is null. If an external force  EF  acts on the 

tip, a displacement  s  will arise. Such displacement in 

the Cartesian space can be measured at the joints, as a 
displacement array in the joint space  q . The latter is 

used as reaction signal, from which a reaction force array 
 CR  is generated by the control system. In the Cartesian 

plane  CR  is mapped on the vector  CF  which acts on the 

tip of the second link as well as the external applied force  
 EF . The tip displacement in the Cartesian plane is due 

therefore to both the contribution and can be calculated by 
means of the compliance matrix  PC , only due to the 

passive mechanical compliance, that has to be evaluated in 
the desired configuration q̂ . 

Finally, the displacements in the joint space can be 
obtained by means of (1). 
With reference to the Nomenclature, since the system must 
be in static balance we have 
 

         0J -T  PCE RFF  (29)

 
From (3) and (1) 
 

          sFF CE  -1

P

-T JKJ  (30)

 
By inverting the general expression (11), the inverse of 
 PC is actually equal to 

 

      -1P

-T-1

P JKJC   (31)

 
and so (30) can be written immediately as 
 

       sFF CE  -1

PC  (32)

 
This relation justifies the control scheme, depicted in 
Figure 1 as the transposition of the static balance of the 
robot subject to the action of the external force and of the 
active control torques. 

6 THE EFFECT OF THE ADOPTION  
OF THE DESCRIBED CONTROL SYSTEM  
ON THE APPARENT COMPLIANCE MATRIX 

If we consider the control system as an integrated part of 
the whole robot, the static behaviour of the manipulator 
appears different from the pure passive mechanical system. 
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The situation can be represented as in Figure 2, where the 
external force  EF  is regarded as the only active (external) 

force applied on the robot tip, so excluding the control 
contribution. According to this scheme, the consequent 
displacement is 
 
    EFs eqC  (33)
 
where  eqC  is the equivalent compliance matrix, which 

takes into account the contribution of the reacting capacity 
of the control system as a reaction generalized force. 
By substituting the expression of the force 
 

          qsFE  JCC -1

eq

-1

eq  (34)

 
into (29), and taking into account the equations (3), (4) and 
(5), the relation 
 

              qqq  P

-T

C

-T-1

eq KJKJJC  (35)

 
is obtained, from which, after little algebra, the equivalent 
compliance matrix 
 

          T1

PCeq JKKJC   (36)

 
can be deduced. 
This relation shows that by using the action of a control 
system like the one assumed in this paper the overall 
stiffness matrix changed by simply adding the control joint 
stiffness matrix to the passive joint stiffness matrix 
 
     PCeq KKK   (37)
 
While  PK  depends only from the mechanical 

components, the matrix  CK  can be easily modulated via 

software. 

7 THE PROPOSED ALGORITHM 

In the isotropic configuration,  C  is diagonal. In particular, 

using the notation introduced in (17) and (18),    I   is 

the identity matrix, while  c~  corresponds to the eigenvalue 
of the compliant matrix. Furthermore, considering (27), 
(28) and (37), the joint control stiffness are 
 

1

2

2

2

1
1 ~ PC k

c

ll
k 


  (38)

2

2

2
2 ~ PC k

c

l
k   (39)

 
According to the control scheme depicted in Figures 1 and 
2, the following algorithm can be adopted in order to 

achieve isotropy in a given RR planar robot which has any 
set of link lengths and passive joint stiffness 
1) acquire the link lengths 1l   and 2l ; ratio l   is 

therefore a fixed value; actually, such lengths are 
those of the robot which the control system is to be 
dedicated to; 

2) measure the passive compliance coefficients P1k   and 

P2k  at the two joints; 

3) chose the desired overall compliance c~  at the tip, as a 
scalar number (it has the dimension of a displacement 
by a force, and therefore  -1Nm  ); 

4) impose, via software, the gains c1k  and c2k  on the 

two joints, as in (38) and (39). 
Isotropy can be granted if (27) and (28) are both satisfied. 
The advantage of including active compliance control in 
parallel to the natural mechanical compliance at the joint 
components are: 
 the overall compliance c~  can be selected via 

software; 

 isotropy can be achieved for any link ratio 
2

1

l

l
l  . 

The main drawbacks are: 
 to achieve isotropy (28) must be satisfied; 
 this means that isotropy can be obtained only for those 

positions for which the robot tip is positioned on a 
circle that has its centre in the first revolute joint 

centre, and radius 2

2

2

1 llr   . 

For example, if P2P1 kk  , 11 l  and 
2

2
2 l , as in the 

SCARA robots, then 2l  and 1s ,  and so equation 

(27) is already satisfied with no need of the control action. 
In such case, the scheme is no more the one depicted in 
Figure 1, because the feedback is taken on the joint servo 
actuator before the rotation due to the mechanical passive 
compliance. Instead, than (33), (7) holds alone, being 
   0CF . Of course, in such a case, from (28), isotropy is 

achieved only if   1352 . 

8 EXAMPLES OF APPLICATION 

By assigning a unit length to the first link and an arbitrary 
length to the second one, as for example, 65.02 l m and 

90.02 l m, and choosing the overall compliance  

001.0~ c -1mN , the algorithm described in the previous 
paragraph can be adopted literally. 
The results are summarized in Tables I and II.  
Finally, Figures 3 and 4 show the simulated compliance 
ellipse for the two manipulators, which becomes a circle, 
for the assigned values of joint control stiffness. 
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Table I 

Pk  Nm  Ck  Nm  k  Nm  l  m    deg  

0.201 Pk  5.5571 Ck  5.5771 k  0.11 l  01   

0.202Pk  5.4022Ck  5.4222k  65.02 l  54.1302   

Table II 

Pk  Nm  Ck  Nm  k  Nm  l  m    deg  

0.301 Pk  0.1601 Ck  0.1901 k  0.11 l  01   

0.252Pk  0.7852Ck  0.8102k  90.02 l  16.1542   

 
 

 
Figure 3 The manipulator described in Table I and the 

compliance ellipse in the isotropic configuration. 

9 CONCLUSIONS 

The arguments presented in this paper have shown how it is 
possible to establish, for any RR planar robot, one circular 
arc in the working plane where static isotropy is achieved. 
This result has been obtained by using a new control 
system that acts in parallel to the natural passive 
compliance of the joint mechanical components. Such 
method allows to modify the overall elastic behaviour of 
the given manipulator in order to get isotropy in the 
Cartesian plane also if such robot would never be able to do 
it, for its own set of link lengths and mechanical joint 
stiffness. For this reason, the suggested design 
methodology enlarges the designer capacity in getting this 
optimal goal more easily. 
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ABSTRACT 
 

This paper presents a set of techniques, based on a geometrical approach, for workspace 
determination and analysis. These techniques are applied for design study of a novel modular 
parallel manipulator, 3-CRS, with 6-DOF. The proposed method is implemented in the CATIA 
CAD environment, which provides powerful tools for graphical programming and geometric 
feature handling. A new type of workspace representation is introduced allowing a fine 
simultaneous characterization of the translation and orientation capacities of the mobile 
platform. 

Keywords: Parallel robots, workspace, CAD, joint limits, optimization 

 
 

1 INTRODUCTION 

Workspace determination and analysis play an essential 
role in the synthesis and design of parallel robotic 
manipulators (PRMs). The workspace can be seen as a 
performance criterion. Indeed, its volume, for different 
platform orientations, is used to measure the dexterity 
properties [1]. The problem of workspace determination of 
PRMs has been addressed by several research studies in 
order to verify the accessibility to the desired poses 
according to different robotic applications [2-5]. 
Nevertheless, workspace characterization problem is a 
challenging issue since kinematic equations of PRMs are 
rather complex in general. 
For spatial 6-DOF PRMs, the impossibility of graphical 
representation of the full six-dimensional workspace has 
made extremely complicated the understanding of the 
manipulator characteristics. Thus, a graphical 
representation of the workspace will be possible only if 3-n 
parameters are fixed, where n is the manipulator degree of  
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freedom. Consequently, the two main types of workspace 
are the position (or translational) workspace and the 
orientation (or rotational) workspace. According to several 
possible three-dimensional graphical representations, and 
depending on the constraints that can be imposed to the 
parameters, various definition of workspace can be 
obtained: the constant orientation workspace, the total 
orientation workspace, the maximal or reachable 
workspace, the inclusive workspace, the dexterous 
workspace which is a special case of the total orientation 
workspace [6]. Several techniques are used for workspace 
determination and representation. The numerical 
discretization methods are largely used and easy to 
implement. They have many advantages: discretization is 
usually simple to implement and all kinematic constraints 
can be taken into account since they can be easily verified 
for a given pose. Several applications of these methods can 
be found in [8-10]. However, they are computationally 
intensive. In fact, these methods are based on operational 
space grid and computation time increases exponentially 
with the mesh resolution. Furthermore, they introduce 
uncertainty related to the mesh density [7]. Consequently, 
relatively approximate data is given about the exact 
boundaries of the workspaces. The algebraic methods by 
discretization use the direct and inverse geometrical models 
to calculate the set of configurations that the manipulator 
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can reach. Quadtree and Octrees methods can be cited as 
examples. They offer many advantages over the 
discretization methods [11]: less memory space is required, 
particularly well adapted to the representation of the 
complex forms of the three-dimension PRMs workspace 
[12] and implicit adjacency graph, which facilitates the 
analysis of workspace connexity. But this depends on the 
realization of the octree, which must be neither too fine, 
this causes the appearing of the discontinuities, nor too 
large, which on the contrary eliminates discontinuities that 
may exist in reality. The geometrical methods have been 
used efficiently for representing the workspace of parallel 
robots. The geometric approach allows establishing the 
nature of the boundary of the workspace. The principle of 
these approaches is to deduce, from the constraints on each 
kinematic chain (limb) separately, a geometrical entity 
which describes all the possible locations of the end-
effector that satisfy the leg constraints. Then, the robotic 
manipulator workspace is constituted by the intersection of 
all the entities of the kinematic chains [2]. This technique 
was used for the calculation of the workspace of a Gough 
platform when its orientation is fixed (constant orientation 
or translational workspace) [13, 14]. Merlet [6] has pointed 
out that the geometrical approaches are very efficient for 
the determination of various types of workspace. The 
inverse geometric model was used to determine the 
boundaries workspace by this technique [13, 15]. The main 
contribution of this paper is to extend the geometrical 
approach to determine, analyze, and optimize the 
workspace of new 6-DOFs PRM architecture: 3-CRS.  In 
addition, a new type of workspace representation is 
proposed. This method pertains to a geometrical approach 
and emphasizes on the use of CAD environment as natural 
framework for developing such approach. 

2 PRESENTATION OF THE 3-CRS MANIPULATOR 

The 3-CRS PRM comprises three identical kinematic 
chains connecting the fixed base and the moving platform. 
The kinematic chains are described by abbreviation of the 
joint types, starting from the fixed base and ending at the 
moving platform. Each limb is connected to the mobile 
platform by a passive spherical joint. On the other 
extremity of the limb there is an actuated prismatic joint 
followed by an actuated revolute joint. These two joints 
have the same direction/axis. Thus this pair of joints is 
equivalent to an actuated cylindrical joint. Finally, a second 
passive revolute joint is perpendicularly oriented relatively 
to the first actuated revolute joint axis. Figure 1 shows the 
CAD model of 3-CRS PRM and its kinematic scheme. 
Figure 2 shows the graph of joints of 3-CRS robot. 

2.1 STRUCTURAL ANALYSIS OF 3-CRS ROBOT 

The degree of mobility M  is the number of independent 
motions of a mechanism. It can be deduced from the 
relation (1), based on the new formulae developed by G. 

Gogu [16]. These formulae are based on the linear 
transformations theory and given by: 
 

1

N

j
j

M f r

   (1)

Where N is the number of joints and 
1

N

j
j

f

  is the number 

of independent motion parameters of the joints before the 

loop closures ( if  is the thj  joint mobility). r  is the number 

of joint parameters losing their independence after loop 
closures. For a robot having k  simple limbs, r  is given by 
the relation (2): 

 

1

k

Ai C
i

r S S

   (2)

Where AiS  is the connectivity of the thi  limb isolated from 

the parallel mechanism and CS  is the connectivity of the 

mobile platform in the parallel mechanism. Connectivity of 
a limb i is given by the dimension of its operational vector 
space AiR : 

 
dim( )Ai AiS R  (3)

The connectivity of the mobile platform is given by: 

 

1
dim( )

k

C Ai
i

S R


   (4)

The 3-CRS manipulator has 3 revolute joints, 3 cylindrical 
joints and 3 spherical joints. Therefore, we have: 

 
12

1
18j

j
f


  , 

3

1
18Ai

i
S


  , 6CS   

Finally, by applying relations (1-4), the mobility of 3-CRS 
robot is then equal to 6. 

2.2 MODULAR DESIGN AND RECONFIGURABILITY 

The 3-CRS is a modular parallel architecture. It can be 
assembled according to infinity of configurations defied by 
the cylindrical joint orientation of each limb. Design study 
can be carried out in order to adapt geometric configuration 
to task requirements. Figure 3 shows some particular forms 
of the fixed base that can be used to reconfigure the 3-CRS 
robot. The slider guides can be arranged in different ways: 
horizontal star shape, star shape with inclination   with 

respect to the horizontal plane, vertical star shape 
with 90   . In Figure 3, constant orientation workspaces 

corresponding to each configuration are represented. 
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Figure 1 3-CRS CAD model and its kinematic scheme. 

 

 

Figure 2 Graph of joints of the 3-CRS manipulator. 

 

 
Figure 3 Different forms of the fixed base and their corresponding. 

3 WORKSPACE ANALYSES 

3.1 CONSTANT ORIENTATION WORKSPACE 

There are several definitions of the workspace. It can be 
defined as the positions and rotations accessible by end-
effector characteristic point (EECP), which is generally  

 
 
located on the mobile platform [17]. The equations 
describing the workspace are usually extremely complex to 
be solved by using the traditional techniques. Thus, the 
CAD geometrical approach is used in this paper to 
determine the workspace of 3-CRS robot. CAD software 
such as CATIA provides powerful tools for graphical 
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programming and geometric feature handling. Therefore, 
the implementation of this approach in a CAD environment 
becomes implicitly and naturally imposed. 
The approach presented in this paper demonstrates that 
CAD tools could be a serious alternative, relevant and 
effective to the complex mathematical resolution of 
workspace representation. We can produce the workspace 
as a wireframe and even solid, faster than a complex 
method such as the algebraic or numerical methods. In 
discretization method, which gives only an approximation 
of the shape of the workspace even when a rather fine step 
is used, it is very difficult to obtain a good quality 
representation of the workspace without additional 
graphical manipulation. By embedding the problem of 
workspace determination within a CAD framework, these 
methods will become more accessible to industry and more 
accurate. 
In a first step, the proposed procedure for constant 
orientation workspace determination of the 3-CRS robot 
consists in considering all limbs as independent serial 
chains having the mobile platform as end-effector. Then, 
the volume swept by the EECP of each chain is determined 
for a given orientation of the end-effector. Vertex spaces 
(the volumes can be reached by the extremities of the 
limbs) are shown in Figure 4(a). They are displaced by an 
offset vector OC presented in Figure 4(b) which is defined 
by the vector the attachment point of the moving platform 
and the centre of this platform. 
 

 

(a)                                       (b) 

Figure 4 Volume reached by limb (a),  
robot parameterized model (b). 

It is assumed here that there are no limits in the passive 
revolute and spherical joints. 
In order to take into account the loop closure constraints, 
the constant orientation workspace is then obtained by the 
intersection of three volumes. Figure 5 shows the three 
vertex spaces attaint by the three limbs. The intersection 
between these volumes is considered for the horizontal star 
configuration of the fixed base. Only the portion superior to 
the base plane is represented. The geometrical dimensions 
of the 3-CRS robot with the workspace presented in Figure 
5 as follows: linear stork of the cylindrical joint given by 
the distance AB = 438 mm, the position of the spherical 
joint attachment point relative to the platform centre given 
by the distance OC = 200 mm, the distance between the 
centre of the fixed base and the initial position of the 

cylindrical joint is 689 mm, finally the length of the upper 
link given by the distance C'C = 590 mm. 
 

 
 

 

(a) (b) (c) 

Figure 5 Intersection three upper volumes reached by the 
three limbs (a), the first intersection Boolean operation (b), 
the second intersection Boolean operation corresponds to 

the constant orientation workspace (c). 
 

3.2 OPTIMIZATION PROBLEM 

The design of robotic manipulators can be based on several 
performance criteria: dexterity, rigidity, precision, etc. 
Since workspace characterizes the potential robot 
utilization, it is a crucial issue in the design process. 
Thereafter, workspace volume can be adopted as a 
performance index to perform design optimization. It 
depends on the robot geometrical design variables. Design 
optimization problem can be resumed as following: 

,min ,max

maximize ( )

i i i

W 
  

  

 (5)

Where W is a constant orientation workspace volume and 
  is the array of design variables constrained to vary in a 

given range. The maximization of the workspace volume 
aims to extend the capacities of the robot. Many parameters 
influence the volume and the shape of the constant 
orientation workspace. The parameters shown in Figure 6 
include design variables (distances OC, AB, C'C), the 
inclination angle   and the platform orientation variables, 

and the distance T between the fixed base centre and the 
centre of the cylindrical joint in the closest position to the 
fixed point centre. Platform orientation is parameterized by 
using Euler angles convention: the first rotation is about the 
x-axis (roll) α, followed by the rotation about y-axis (pitch) 
β, and finally a rotation about z-axis (yaw)  . We consider 

here the constant orientation workspace for orientation 
parameters α=β=γ=0°. 

 

Figure 6  3-CRS workspace parameterization. 
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3.3 DESIGN VARIABLE ANALYSIS 

This analysis is illustrated for various design variables. A 
particular emphasis can be given to the inclination angle , 

see Figure 3. This angle induces changes of the geometric 
model equations of the 3-CRS robot. Several values of   

have been tested while keeping all others design variables 
constant as mentioned above. By examining Figure 7, it can 
be concluded that the volume of the constant orientation 
workspace increases clearly from 0   to 30   and 

decreases shapely for superior values of 30   . 

 

   

(a) φ=10° (b) φ=15° (c) φ=20° 

   

(d) φ=40° (e) φ=45° (f) φ=50° 

Figure 7 3-CRS workspace for different inclination of the 
slider guides of the prismatic joints. 

The geometrical optimization implemented in CATIA CAD 
tool aims to maximize the workspace volume as function of 
the design parameters listed in Table Ι. The initial design 
variables correspond to the workspace presented in Figure 
8(a) with a volume of W=74.2dm3. A first optimization is 
performed where the linear stroke of the cylindrical joints is 
limited by Vmin=450mm and Vmax=1000mm. The optimal 
values of the design variables are given in Table Ι. and 
correspond to the workspace presented in Figure 8(b), with 
a volume of W=96.2dm3. In the second optimisation, the 
linear stroke of the cylindrical joints is limited by 
Vmin=450mm and Vmax=2000mm. Figure 8(c) shows the 
optimal constant orientation workspace obtained in this 
optimization with a volume W= 220.5dm3 with the optimal 
values of the design variables are given in Table Ι. 

 
TABLE І - Optimization results 

Design 
variables 

Initial 
values 

1st 
Optimization 

2nd 
Optimisation 

OC (mm) 150 500 155.4 

C'C mm) 590 1000 1000 

AB (mm) 438 1000 2000 

 25 32.6 0 

T (mm) 250 342.2 55.9 

W (dm3) 74.2 96.2 220.5 

The optimization process is based on the simulated 
annealing algorithm. The number of iterations realized to 
reach the objective is 2380 for the first optimisation and 
1006 in the second optimization. The time of these 
optimizations is about 60 minutes. They are performed on a 
computer which has the following hardware characteristics: 
CPU 3.20 GHz, 2.0 GByte. 
 

    

(a) Workspace with initial design variables 

    

(b) Workspace after the first optimization 

 
  

 

(c) Workspace after the second optimization 

Figure 8 Workspace optimization. 

3.4 INFLUENCE OF THE JOINT LIMITS 

The proposed geometrical approach is also available when 
other complex joint limits are considered. In the previous 
analyses, the linear stroke of the actuated cylindrical joints 
has been implicitly considered as a design variable. 
However, the range of motion of the passive spherical 
joints attached to the mobile platform is restricted in reality 
due to the choice of standard commercial component. This 
joint limitation restricts the relative orientation between the 
mobile platform and the link CC'. This link must be within 
a cone volume delimited by a spherical surface as shown in 
Figure 9 and 10. The attainable region of the point C, see 
Figure 4(b) belongs to a spherical cap shown in Figure 9, 
its radius equals to the length of the upper link (distance 
C'C in Figure 4(b)) and its centre is the point C'. In order to 
generate the volume swept by the EECP of each chain, the 
spherical surface (blue surface) will be extruded along the 
vector A'A which represents the linear stroke of the 
cylindrical joints as it is shown in Figure 10. 

 

Figure 9 Spherical cap represents the region attached  
by the upper link. 
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Figure 10 Extrusion of a spherical surface in the direction 
of the linear stroke of the cylindrical joint. 

Figure 11(a) shows the three vertex volumes reached by the 
extremities of the three limbs. After that, two successive 
intersection Boolean operations will be applied to 
determine the common volume which represents the 
constant orientation workspace of 3-CRS as it shown in 
Figure 11(b). 

 

 

 

(a) (b) 

Figure 11 Three vertex volumes (a),  
constant orientation workspace (b). 

Figure 12 depicts the influence of the orientation of the 
mobile platform around its Z-axis (yaw angle   for the 

following angles: 5°, 10°, 15° and 25° respectively). It can 
be concluded that the volume of the constant orientation 
workspace of 3-CRS robot decreases sharply when the yaw 
angle of the mobile platform increases. 

 

             5                                   10   

 

              15                                 25   

Figure 12. Yaw angle influence on the constant orientation 
workspace. 

4 NEW WORKSPACE REPRESENTATION 

For PRMs having more than three degrees of freedom it is 
not possible to have graphical representation of their full 
workspace. Thus, projected representations are used by 
fixing n-3 parameters. Accordingly, in all the actual 
researches, the PRMs workspaces are frequently 
determined by the 3-D constant orientation workspace, and 
the 3-D orientation workspace. In this section, a new 
representation useful to analysis and characterize the 
workspace is proposed. This method is based on a new 3-D 
mixed representation of workspace with two degrees of 
translation and on degree of rotation, i.e. the 6-DOFs 3-
CRS PRM is considered as 3-DOFs planar parallel robot. 
Translations are considered in the plane of the mobile 
platform and rotation is about the normal to this plane. This 
is obtained when the two first orientation parameters (α and 
β) are fixed as well as the distance d from the platform 
plane to the origin. 
The algorithm used here is implemented in a CAD 
environment and consists in the following steps: firstly, a 
parameterized plane P with two rotations and one distance 
d is created. We consider the translational workspace in this 
plane. Then, the intersection surfaces between this plan and 
the upper vertex spaces are constructed as it is shown in 
Figure 13(a). Once the three closed contours delimiting 
three parameterized surfaces are identified, sweeping 
operations are applied along helical paths. These helical 
curves are constructed around the axis normal direction N 
to the plane P, as illustrated in Figure 13(b). These swept 
volumes correspond to three-dimensional “potential” 
workspace (two positions and one orientation) of each limb 
considered separately having the mobile platform as end-
effector (see Figure 14).  

 

 

               (a)                                         (b) 

Figure 13 Components to construct swept volume (a), 
swept volume. 

 

Finally, intersection Boolean operations are applied to 
obtain the common volume corresponding to a three-
dimensional workspace for the 3-CRS manipulator. This 
volume, Figure 15, describes the ability of the mobile 
platform to realize to translate in a plane and spinning 
rotation around the normal to this plane. 
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                         (a)                                    (b) 

Figure 14 Three swept volumes in 3D (a), top view (b). 

Quantitative insight within the whole workspace of 3-CRS 
can be obtained by cross-section at various altitudes θ4 > 
θ3> θ2> θ1. Figure 15 (a) illustrates the influence of the 
spin angle of the mobile platform on the constant 
orientation workspace. It can be concluded from this figure 
that the constant orientation workspace decreases when the 
orientation of the mobile platform increases. Figure 15 (b) 
shows the workspace for several altitudes of the 
parameterized plane which confirms that the capacity in 
translation and orientations decreases when the altitude of 
the plane increases. 

 

(a) 

       

                       

                      

(b) 

Figure 15 Slices within the workspace (a),  
workspaces for different plane altitudes (b) 

Thus, we can resume this proposed geometrical algorithm 
used in this paper by the following successive steps:  
-  Step 1. Set up of the three vertex spaces associated with 
each limb.         
- Step 2. Parameterize a projective plane P with two 
rotation angles α and β which correspond to the orientation 
parameters of the moving platform around the x- and y-axis 
respectively, and one translation distance d. 
- Steps 3. Intersect the parameterized plane P with the 
vertex spaces to obtain the parameterized surfaces 
associated with the limbs. 
- Step 4. Set up of a helical curve whose axis is normal to 
the projective plane P, and its radius is defined by the 
offsets OCi with i=1, 2, 3. (See Figure 4(b)). 
- Step 5. Sweep the three parameterized surfaces along a 
helical path to obtain three dimensional potential 
workspaces associated with the limbs considered 
independently and having the mobile platform as end-
effector. 
- Step 6. Apply the Boolean intersection operation on the 
three workspaces, obtained in step 5, to get the common 
volume corresponding to the three dimensional workspace 
of 3-CRS parallel manipulator. The approach proposed to 
characterize and analyze the workspace can be used for 
solving several types of optimization problems in PRMs: 
set up the design parameters for a prescribed workspace, set 
up the robot placement with respect to a given task, set up 
the maximal reachable workspace for constrained values of 
the design parameters. 

5 CONCLUSION 

A new modular architecture of PRM with 6-DOFs is 
presented in this paper. A geometrical approach, 
implemented in CATIA CAD tool, is used to determine and 
characterize the workspace. The influence of the joints 
limits is investigated to determine the actual constant 
orientation workspace. Finally, a new method to represent 
and characterize the workspace is proposed. This method 
can be extended to any spatial PRM with 6-DOFs. 
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ABSTRACT 
 

The results of successful experiments for investigating the earthquake effects on mechanism 
operation by using Cassino Parallel Manipulator (CaPaMan) as an earthquake simulator are 
presented. The experimental tests have been carried on by using a slider-crank and a four bar 
linkage as representing machine operations. The mechanism behavior has been experienced as 
strongly influenced when the mechanism motion has low speed as compared to earthquake 
disturbances. But even at high speed mechanisms are affected by the variable earthquake 
frequency. 

Keywords: Experimental Mechanics, Earthquake simulation, Mechanism operation 
 

1 INTRODUCTION 

A 3 DOF parallel manipulator is presented in this paper 
with experimental results regarding the earthquake motion 
and the effects on mechanisms operation, as an extension of 
previous work on this subject [1]-[4]. 
Civil constructions and engineering structures are designed 
to withstand a variety of operational loads and 
environmental conditions over decades, in safe and 
economic usage. Earthquakes are part of these 
environmental conditions. Therefore, motions that are 
commonly associated with earthquakes are of great interest 
and they are reproduced by earthquake simulators in 
laboratories of Civil Engineering Departments, like for 
example referred in [5]-[11]. Those simulators show 
operation functionality with feature that can be ascribed to 
parallel manipulators. Thus, the choice of using a parallel 
mechanism for simulating earthquake motions is justified 
by several advantages, namely the ratios of payload 
capacity / mass is usually high, because the payload on the 
mobile platform is distributed among the robot legs and it is 
permitted to use it in an optimal way, mechanism response 
can be enough stiff, and motion reproduction can be 
accurate even in acceleration magnitudes. The current 
earthquake simulators as the above-mentioned ones are 
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available but most of them do not take into account and 
operate for a 3D motion of the terrain as due to the 
earthquake. 
In this work the earthquake simulation problem has been 
solved by a proper analysis and consequent reproduction of 
an earthquake motion. The aim was to use the experimental 
results with CaPaMan (Cassino Parallel Manipulator) 
prototype at LARM in Cassino, to investigate 
experimentally an earthquake motion characteristic on the 
mechanism operation. For that we used a slider-crank 
mechanism and a four-bar linkage as representatives of 
machine components and their functionality. 

2 EARTHQUAKE MOTION CHARACTERISTICS 

There are three main types of seismic motion due to an 
earthquake: normal, reverse (thrust) and strike-slip. There 
are also three main types of seismic waves as shown in Fig. 
1, namely  P waves (primary waves) that are longitudinal or 
compression waves, S waves (secondary waves) that are 
transverse or shear wave, and superficial waves M (named 
as Love and Rayleigh). In addition, they can be classified 
by referring both to the propagation speed and terrain 
movements. The intensity, shape and duration of a seismic 
motion can depend also on the characteristics of the terrain 
through which the seismic waves propagate. In Fig. 1c) the 
main difference among the seismic waves is represented in 
terms of acceleration magnitude and characteristic period of 
oscillating motion. 
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Figure 1 Basic characteristic of seismic waves: a) P waves; 

b) S waves; c) Types of seismograms. 

3 AN EXPERIMENTAL SETUP 

The prototype illustrated in Fig. 2a) is the CaPaMan 
(Cassino Parallel Manipulator) prototype which has been 
proposed, designed and built at LARM in Cassino since 
1997 [16]. The laboratory test-bed prototype for earthquake 
simulator consists of the CaPaMan parallel manipulator, an 
acquisition board connected to the computer in order to 
acquire linear accelerations occurring along the axes of the 
reference system belonging to the mobile platform, a 
controller, and nine accelerometers. Six of them are 
accelerometers from Kistler Company, and the other three 
accelerometers (ADXL 105) were settled up in LARM with 
a low-cost design features. The accelerometers have been 
properly installed on the faces of three cubes made of 
plastic and they were installed in points H (Hx, Hy, Hz), P1 
(P1y, P1z) and P2 (P2x, P2y, P2z). Another accelerometer 
has been placed in point P3 (P3z), as shown in Fig. 2c) on 
the structure that was fixed under the platform. 
Nine accelerometers were used to monitor the acceleration 
of the mobile platform during simulation of earthquake 
motions. The acquisition system for CaPaMan is composed 
of the accelerometers on the parallel manipulator that are 
connected to the acquisition board, that sends information 
signals to the computer through the CB-68 LP parallel port. 
The information is processed through suitable Virtual 
instruments in LabView software. The programming and 
control of the CaPaMan is performed by means of a robot 
controller Scorbot-ER V. Scorbot-ER V is commercial 
robot whose controller has been used for its user-oriented 
characteristics in terms of simple connection to servo 
controlled actuators, and for ACL programming language. 
Preliminarily, CAD models for CaPaMan, 4 bar linkage 
and slider-crank mechanism have been developed for 
simulation purposes to understand the peculiarities of the 
CaPaMan applications and its feasibility for m engineering 
viewpoints. The 3D model of CaPaMan has been 
developed by Solid Works software, as shown in Fig. 3a). 
 
 

 

 
a) 

 
b) 

 
c) 

Figure 2 CaPaMan (Cassino Parallel Manipulator) as 
earthquake simulator: a) Built prototype; b) Scheme of 

system layout; c) Location of the nine accelerometers on 
the mobile platform of CaPaMan. 
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It consists of the three motors (actuators), the fixed 
platform, the parallelogram mechanism, the prismatic 
joints, the connecting bars, the spherical joints and the 
mobile platform. A 4 bar linkage mechanism has been fixed 
on top of the mobile platform, and it is designed in order to 
test its behavior when subjected to seismic motion 
simulation. Also the slider-crank mechanism, Fig. 3b), has 
been fixed on the platform of CaPaMan. In this work, a 4-
bar linkage mechanism and a slider-crank mechanism have 
been chosen to be subjected to horizontal, two-directional 
and 3D motions of the mobile platform of the CaPaMan as 
simulating several types of earthquake motions. 
Experimental set up with mechanisms are shown in Fig.4. 
 

  
a)  b) 

Figure 3 3D CAD models: a) CaPaMan;  
b) Slider-crank mechanism 

 

  
a)  b) 

Figure 4 Mechanism installation: a) Slider-crank 
mechanism; b) 4 bar linkage. 

4 RESULTS OF EXPERIMENTAL TESTS 

The three types of earthquakes that CaPaMan can 
reproduce as Horizontal, Two-direction motion and 3D 
earthquake motion have been tested. Each experiment was 
repeated three times for statistical purposes in order to have 
significant results. The input data for the simulated 
earthquakes have been considered as the type of 
earthquake, input parameters (angle of oscillations, 
duration and number of oscillations), maximum peak of the 
acceleration related to axis Ox and Oz of the mobile 
platform and for the mechanisms, the angular velocity and 
acceleration, the experimental date and file name. Also the 
velocity of the motor that actuate the wheel of the 
mechanism was set on 30, 60, 120, 150, 300 RPM. In Tab.I 
series of experiments are reported as related to Horizontal 
earthquake motion program. The experiments were 

conducted by keeping constant both the angle and the time. 
The number of oscillations was modified from test to test. 
Specified times are expressed for a half-oscillation of the 
simulated seismic motion wave. The tests have been 
developed by modifying the frequency, and it started from 
frequencies of 1 Hz up to 3 Hz, by changing also the angle 
of the legs. It can be observed that the maximum 
accelerations are obtained at Hx and P2x, with constant 
amplitudes and reaching values of about 18 m/s2 at a 
constant frequency of 1.5 Hz, as outlined in Fig. 5. The 
medium amplitude of the rest of the accelerations is 2 m/s2, 
at the same frequency of 1.5 Hz. The experiments using the 
program Verquake (Two directional earthquake), that are 
summarized in Tab. I, has been conducted by maintaining 
constant the time and the oscillation amplitude. Each 
experiment has been repeated three times in order to have 
significant results. Judging by the results obtained from 
experiment no. R2d050509 shown in Fig. 6, it can be 
observed that from the acquisitions belonging to Hz 
accelerometer the frequency obtained is maximum 3 Hz, in 
other words three oscillations per second. It is also possible 
to observe that the motion of Hz is similar with the one of 
P3z. The vertical accelerations obtained from the 
experiments no. R2d050509 have together medium 
amplitude of 2.5 m/s2 with a constant amplitude at Hz and 
P3z while P1z, P3z and Mz are being influenced by 
secondary movements belonging to the mobile platform 
during its vertical translation as known as coupled motion. 
For the case of three-dimensional seismic wave 
simulations, the simulated earthquake has replicated a 
seismic event that occurred in Assisi in 1997. 3Dquake 
program is able to give to the mobile platform the typical 
movement of a rigid plane when subjected to a seismic 
event, by using an appropriate input motion of the actuated 
shafts. The frequency and the amplitude of the oscillations 
are the parameters that the programmer introduces in order 
to obtain the whole domain of frequencies and amplitudes. 
The undulating movement of the CaPaMan mobile platform 
is obtained by moving one of the three driving shafts with a 
certain angle, after that actuating the other two shafts with 
the same angle. The movement that is obtained is a first 
translation towards the base, and then another translation of 
the other extremity of the platform, followed by a repeated 
translation in the other direction. Simultaneously a rotation 
is obtained around the Z axis and a translation along the X 
axis. Regarding to a low speed of the mechanism, with 30 
rpm, it can be observed that acceleration of the mechanism 
related to X axes is almost zero, the maximum peak it is up 
to 0.9 m/s2. Acceleration related to Mx in stationary 
position of the mobile platform seems to be due to 
backlashes in the joints, non perpendicular and non planar 
positioning of the accelerometer on the mechanism and also 
the environmental effects. From Fig. 8c) it can be observed 
that acceleration along Z axes starts from zero and easily 
decreases to 2 m/s2 after 2 seconds it reaches again the zero 
value. The acceleration peaks are strict related to TDC (Top 
Dead Centre) and BDC (Bottom Dead Centre). 
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Figure 5  The data acquisitions and the diagrams of the angular 
speeds (ωx, ωy and ωz ) in degree/s and accelerations (ώx, ώy and ώz ) 

in degree/s2 with respect to test nr. R1b050509 in Tab. 1 
 

 
 
When the slider goes down the acceleration peaks are 
decreased below zero, and when it goes up it reaches the 
zero value. When the mechanism is subjected to a 3D 
earthquake, the acceleration along X axes has a radical 
change, from 0.9 m/s2 up to 11 m/s2. The difference 
between the stationary position of the mobile platform and 
the one subjected to earthquake is 1 g. The acceleration 
along the Z axes has a change to 8.8 m/s2, and the 
difference between the stationary positions is 0.7 g. To 
have a more clarity about the effects of earthquake on 
mechanism operation, the speed of the mechanism was 
raised from 30 rpm to 60, 120, 150 and 300 rpm. The 
seismograms related to this speed are represented in Fig.10 
and Fig.11. The experimental results have shown that the 
effect of earthquake is inverse proportional with the speed 
of the mechanism. A final conclusion can be added as that 
the slider-crank mechanism is really affected by the 
earthquake when it has a low speed, when it reaches a 
speed closed to the frequency of the earthquake it will also 
be affected but not so insignificantly as comparison with 
the case with a smaller speed. The second study of 
earthquake effects on mechanism was carried out on a 4 
bar-linkage mechanism that was subject only to 3D  

 
earthquake. The experiments were conducted at different 
speed of the mechanism 30, 60, 120, 150, 300 rpm (0.5, 1, 
2, 2.5, 5 Hz) and also different frequencies of the 
earthquake (1, 1.5, 2.5 Hz). Each experiment was repeated 
for three times to make a statistical comparison and have 
significant results. The four bar linkage mechanism is 
actuated by a rotary motor, which transmits the movement 
to a driving wheel, which at its turn moves the 2 bars. The 
results are almost the same as for the case with the slider-
crank mechanism. For a better understanding of the 
operation behavior of the 4 bar-linkage a sensor was 
installed on the coupler of the mechanism. In Fig. 9a), a 
zoomed view of the seismogram is shown as related to 
stationary position of the CaPaMan. A slightly 
displacements can be observed along the time. That means 
that acceleration of the 4 bar linkage mechanism is very 
small up to 1.4 m/s2 at the speed of 30 rpm. Subjected to 
3D earthquake the acceleration suddenly rises up to 16.7 
m/s2. 
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Table I - Data and results for test of linear simulated 
earthquake with slider-crank mechanism operating at 30 
rpm. *values for the stationary position of the platform 

Table II - Data and results for tests of 3D simulated 
earthquake with slider-crank mechanism operating at 30 
rpm.* values for the stationary position of the platform 

 

Table III - Data and results for tests of 3D simulated 
earthquake with slider-crank mechanism operating at 150 

rpm.* values for the stationary position of the platform 

Table IV - Data and results for tests of 3D simulated 
earthquake with slider-crank mechanism operating at 300 

rpm.* values for the stationary position of the platform 

 
 
This means a difference between the stationary position of 
the mobile platform and the one subjected to earthquake of 
1.5 g in other words the disturbance is 15 times bigger than 
the one from stationary position. To have a better 
understating we have increased the speed gradually and the 
effects are the same as we had with the slider-crank 
mechanism, that the effect of earthquake is inverse 
proportional with the speed of the 4 bar-linkage. The 
seismograms related to this speed are represented from 
Fig.12 and Fig.13. 
 

Descrip
tion 

Input parameters Results(m/s2) Data file 
name 

Δα 

(º) 

T 
(s) 

Hz aHmax 

H. 

aH

max 

V. 

amech 

V. 

*1.9 

 

20 0.1 1 14.2 4.6 3.9 R1a050509 

20 0.1 1 17.1 4.5 4.4 R1a110509 

20 0.1 1 16.9 5.3 6.9 R1a120509 

20 0.1 1.5 14.7 4.7 4.5 R1b050509 

20 0.2 1.5 13.9 3.6 3.4 R1d050509 

20 0.2 1.5 12.2 4 4.9 R1d110509 

20 0.2 1.5 13.9 4.9 6.3 R1d120509 

30 0.2 1.5 19.2 8.1 8.3 R1e050509 

30 0.2 1.5 19.2 8.9 9.6 R1e110509 

Hor 
quake 
with 

slider-
crank 
mech. 

 

30 0.2 1.5 19.8 8 9.1 R1e120509 

20 0.1 1 2.5 2.3 2.8 R2a050509 

20 0.1 1 2.9 2.3 3.7 R2a110509 

20 0.1 1 3.9 2.6 4.1 R2a120509 

30 0.1 3 2.4 5.9 5.2 R2d050509 

30 0.1 3 4.9 5.6 5 R2d110509 

30 0.1 3 3.8 5.3 5 R2d120509 

30 0.2 1.5 1.4 3.5 2.8 R2e050509 

30 0.2 1.5 1.7 3.8 2.9 R2e110509 

Two-
Directi

on. 
Earth 
quake 
with 

slider-
crank 
mech. 

 

30 0.2 1.5 1.6 3.4 3.4 R2e120509 

Δ
α 

(º) 

T 

(s) 

Hz amech 

V 

*2 

amech 

H 

*0.9 

ωmax 

[º/s] 

 

ώmax 

[º/s2] 

 

Data file 

30 40 1 7.2 11.2 20.6 314.3 R3a180509 

30 40 1 8.8 11 24.6 384.9 R3a200509 

30 40 1 9.2 10.5 24.2 375.1 R3a220509 

30 50 1.5 7.6 11 21.1 305.7 R3b180509 

30 50 1.5 7.9 10.6 24.6 371.6 R3b200509 

30 50 1.5 9.5 10.7 25.2 369.8 R3b220509 

30 60 2.5 10.9 11 20.9 326.3 R3c180509 

30 60 2.5 8.9 11.2 24.9 382.8 R3c200509 

30 60 2.5 8.9 11.1 25 360.2 R3c220509 

Δ 

α 

(º) 

T 

(s) 

Hz amech 

V. 

m/s2 

*9.7 

amech 

H 

m/s2 

*3.7 

ωmax 

[º/s] 

 

ώmax 

[º/s2] 

 

Data file 

30 40 1 13.3 10.9 20.6 314.3 R3a180509 

30 40 1 11.5 11.4 24.6 384.9 R3a200509 

30 40 1 13.6 10.9 24.2 375.1 R3a220509 

30 50 1.5 12 11.2 21.1 305.7 R3b180509 

30 50 1.5 10.7 11.4 24.6 371.6 R3b200509 

30 50 1.5 12.2 11.4 25.2 369.8 R3b220509 

30 60 2.5 13 11.6 20.9 326.3 R3c180509 

30 60 2.5 11.2 10.9 24.9 382.8 R3c200509 

30 60 2.5 12.7 10.9 25 360.2 R3c220509 

Δ 

α 

(º) 

T 

(s) 

Hz amech 

V 

*20.7 

amech 

H 

*5.4 

ωmax 

[º/s] 

 

ώmax 

[º/s2] 

 

Data file 

30 40 1 24.1 12.2 20.6 314.3 R3a180509 

30 40 1 25.5 11.1 24.6 384.9 R3a200509 

30 40 1 24.9 12.1 24.2 375.1 R3a220509 

30 50 1.5 25.7 10.6 21.1 305.7 R3b180509 

30 50 1.5 25.2 12.4 24.6 371.6 R3b200509 

30 50 1.5 24.8 11.7 25.23 369.8 R3b220509 

30 60 2.5 24.8 11.7 20.9 326.3 R3c180509 

30 60 2.5 24.6 11.9 24.9 382.8 R3c200509 

30 60 2.5 25 11.4 25 360.2 R3c220509 
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Table V - Data and results for tests of 3D simulated 
earthquake with 4 bar-linkage mechanism operating at 300 

rpm. * values for the stationary position of the platform 

 

 

Figure 6 The data acquisitions and the diagrams of the 
angular speeds (ωx, ωy and ωz ) in degree/s and 

accelerations (ώx, ώy and ώz ) in degree/s2 with respect to 
test no. R2d050509 in Tab. I 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 The data acquisitions and the diagrams of the 
angular speeds (ωx, ωy and ωz ) in degree/s and 

accelerations (ώx, ώy and ώz ) in degree/s2 with respect to 
test no. R3c180509 in Tab. II 

 

Figure 8 Zoomed view of results of test no. R3c200509 
from Tab.II for slider-crank mechanism moving at 30 rpm 

as measured for Mx and Mz when is subjected to: a), c) 
Stationary position; b), d) 3D earthquake. 

Δα 

(º) 

T 

(s) 

Hz amech 

H 

ωmax 

[º/s] 

ώmax 

[º/s2] 

Data file 

30 40 1 21.7 20.6 314.3 R3a180509 

30 40 1 23.6 24.6 384.9 R3a200509 

30 40 1 23.3 24.2 375.1 R3a220509 

30 50 1.5 21.5 21.1 305.7 R3b180509 

30 50 1.5 22.6 24.6 371.6 R3b200509 

30 50 1.5 22.8 25.2 369.8 R3b220509 

30 60 2.5 20.8 20.9 326.3 R3c180509 

30 60 2.5 23 24.9 382.8 R3c200509 

30 60 2.5 24.3 25 360.2 R3c220509 
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Figure 9 Zoomed view of results of test no. R3c200509 for 
4 bar linkage mechanism moving at 30 rpm as measured for 

Mx when is subjected to: a) Stationary position;  
b) 3D earthquake. 

 

Figure 10 Zoomed view of results for tests no. R3c200509 
from Tab.III for slider-crank mechanism operating at 150 
rpm as measured for Mx and Mz when is subjected to: a), 

c) Stationary position; b), d) 3D earthquake. 

 

Figure 11 Zoomed view of results for test no. R3c200509 
from Tab.IV for slider-crank mechanism operating at 300 
rpm as measured for Mx and Mz when is subjected to: a), 

c) Stationary position; b), d) 3D earthquake. 

 

 

 

Figure 12 Zoomed view of results for test no. R3c200509 
for 4 bar linkage mechanism operating at 60 rpm as 

measured for Mx: a) Stationary position; b) 3D earthquake. 

 

Figure 13 Zoomed view of results for test no. R3c200509 
for 4 bar linkage mechanism operating at 120 rpm as 

measured for Mx: a) Stationary position; b) 3Dearthquake 

5 CONCLUSIONS 

In this paper a slider-crank mechanism and a four bar 
linkage have been chosen to simulate complex motions of 
machinery by looking at the motion of the coupler and how 
it can be affected by seismic disturbance. It has been 
experienced through these experiments that mechanisms 
can be affected by earthquake disturbances when they are 
operated at low speed as compared with the frequency of an 
earthquake. But even when mechanisms are operated at 
high speed a significant influence can be experienced as 
function of the earthquake frequency and magnitude. 
Moreover we presented an experimental layout and its 
feasibility for an experimental characterization of 
mechanism operation under disturbance due to earthquake 
motion which is quite different from a usual external 
disturbance due to its short duration and large variability in 
motion characteristics. On the other hand a theoretical 
study and a suitable modelling can be useful to a better use 
of the validation of results. 
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ABSTRACT 
 

Resistance exercise has been widely reported to have positive rehabilitation effects for patients 
with neuromuscular and orthopaedic disorders. This paper presents the design of a versatile 
rehabilitation device in the form of a rotation joint mounted on the adjustable arm support that 
provides a controlled passive resistance during strength training of hand muscles. The 
resistance is supplied by a rotational magnetorheological actuator controlled with regards to 
the force feedback information. The device provides both isometric and isokinetic strength 
training and is reconfigurable for different usage conditions. The experimental evaluation 
results show that the usage of  magnetorheological actuator is advantageous to the electrical 
motors in the cases of passive resistance based exercise. 

Keywords: rehabilitation, exercise device, magnetorheological fluid 

 
 

1 INTRODUCTION 

In the rehabilitation and sports medicine computerized 
active exercise devices have been shown to be  suitable for 
providing the clinical delivery of training of the required 
intensity [1]. Especially challenging aspect is the recovery 
of hand function. We have recently developed a novel 
system for hand sensory-motor augmentation [2] which is 
designed to allow force tracking training of finger flexors 
and extensors and to provide objective data on training 
performance in isometric conditions. Incorporated 
functional electrical stimulation adds to reduced finger 
force generation due to injury, thus motivating the user for 
better achievements. The system consists of a visual 
feedback display, the hand force measuring device, and the 
closed-loop controlled electrical stimulator. The results of 
pilot therapy study in incomplete tetraplegic subjects 
showed that augmentation of voluntary grip force control 
with presented system is possible. 
 

Contact author: Roman Kamnik 

Faculty of Electrical Enginering, University of Ljubljana 
Tržaška 25, 1000 Ljubljana, Slovenia 

 
 
However, the training performed in isometric conditions in 
which at various angular positions the external resistance 
applied to the joint is always equal to the force applied by 
the patient is not considered as most efficient. 
As more efficient, the isotonic and isokinetic exercises are 
considered. The isotonic exercise is performed dynamically 
over a predefined range of motion. The resistance applied 
to the joint is either constant or follows a predefined pattern 
as function of joint angular position. This mode of exercise 
is motivated by the length tension relationship of skeletal 
muscle in which largest force is generated when muscle 
fibers are at their optimal length. The force producing 
capacity of a muscle changes across the range of joint 
motion and is typically highest in the midrange of joint 
motion. Muscle force generation during concentric exercise 
is also influenced by the contraction velocity as described 
by a hyperbolic model relating the force and velocity 
during contractions. As contraction velocity increases, 
muscle force decreases. From this relationship the 
isokinetic exercise is motivated which is also performed  
dynamically but in that case, the resistance is applied to the 
joint only if a predefined angular speed is reached by the 
joint in order to avoid that the joint exceed this speed value. 
This particular exercise mode is the only one that enables 
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dynamic training at the maximum muscle force over the 
entire range of motion. 
Most force feedback devices that are capable of regulating 
joint motion according to the needs of particular patient and 
take muscle and limb dynamics into consideration rely on 
electric motors, pneumatics, or some other conventional 
power producing method. 
In this paper we present a semi-active exercise system 
based on magnetorheological fluid (MR fluid) actuator [3]. 
This semiactive controlled device can be considered as one 
that has properties that can be adjusted in real time but 
cannot input energy into the system being controlled. Such 
devices typically have very low power requirements and 
offer the reliability of passive devices, while maintain the 
versatility and adaptability of fully active systems [4], [5]. 
In the second section of the paper the principle of operation 
of MR fluid actuator is presented. The third section 
presents the design of exercise device based on MR fluid 
actuator, while the fourth section outlines the experimental 
results. 

2 PRINCIPLE OF OPERATION OF MR FLUID 
ACTUATOR 

MR fluids are materials that respond to an applied magnetic 
field with a change in rheological behaviour. Typically, this 
change is manifested by the development of a yield stress 
that monotonically increases with applied field. The MR 
fluid typically consists of micron-sized, magnetically 
polarizable particles dispersed in a carrier medium such as 
mineral of silicone oil. When a magnetic field is applied to 
the fluids, particle chains form, and the fluid becomes a 
semi-solid and exhibits viscoplastic behaviour. The MR 
fluid can be readily controlled with a low voltage (e.g., 12-
24 V), current-driven power supply outputting only 1-2 A. 
The behaviour of MR fluids is often described as a 
Bingham plastic model having a variable yield strength, 
which depends upon the magnetic field B. At fluid stresses 
below the yield stress the fluid acts as a viscoelastic 
material exhibiting Newtonian-like behavior. At fluid shear 
stresses above the field-dependent yield stress   the fluid 
flow is governed by the Bingham plastic equation [9]. This 
behaviour is described by (1):  
 

    (1) 

where  is the magnetic field,  is the fluid shear rate and   

 is the plastic viscosity (i.e., viscosity at  = 0),   is the 

complex material modulus (which is also field dependent).   
 in equation (1) is a function of the magnetic field   

and exponentially increases with respect to magnetic flux 
density. The relationship is given by: 
        
     (2) 

where proportional coefficient κ and the exponent β are 
intrinsic values of the MR fluid, which are functions of 
various factors such as magnetic field, particle size, particle 
shape and concentration, carrier fluid, temperature and 
magnetic saturation. The applied magnetic field  is 

 produced within the actuator when current i is supplied to 
the electromagnet encircling the MR fluid, i.e., 
       
      (3) 

True MR fluid behaviour exhibits some significant 
departures from this simple model. Perhaps the most 
significant of these departures involves the non-Newtonian 
behaviour of MR fluids in the absence of a magnetic field. 
In general, the MR devices involve either disc-type or 
valve-type designs. In valve type designs, the fluid is 
pushed through a narrow channel where the magnetic field 
is applied to control the flow rate, and hence the applied 
force. Typically, these designs resemble a cylinder-piston 
assembly with the coil on the piston haft. In disc-type 
designs, the fluid is in a narrow gap between a rotating disc 
and a fixed outer casing [6], [7]. The coil is positioned 
close to the outer edge of the disc. When the magnetic field 
is applied, the increased yield stress of the fluid creates a 
braking torque on the disc.  
The braking torque Tb developed by the MR fluids in the 
disc- type actuator can be determined as: 
   
 

      (4) 
where   and    are the outer and inner radii of the 

actuator disk, respectively; and  where  is the 

angular velocity of the rotating disk and is the thickness 

of the MR fluid gap [10]. Following (2), the equation (4) 
can be rewritten as: 
     (5) 

Integrating (5) and substituting with (3) the braking torque 
developed by MR fluids can be calculated: 

 (6) 

Equation (6) shows that the braking torque developed in the 
circular plate MR fluid actuator can be divided into a 
magnetic field dependent induced yield stress component   

 and a viscous component  : 

   (7) 

3 MR FLUID ACTUATOR EXPERIMENTS 

For actuating the exercise device, a rotary MR fluid 
actuator produced by Lord Corporation, USA was  used 
[8]. The Lord TFD Device RD-8043-1 is capable to 
produce up to 12 Nm of axial torque while it is driven by 
current-driven power supply with the current capabilities of 
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up to 1.5 A. The device has a position feedback sensor 
integrated which outputs a PWM signal with duty cycle 
varying between 5−95%  according to the axis position. 
The torque output was measured using a test setup with a 
load cell, a lever arm, and a data acquisition system. The 
braking torque experiment started with measuring the static 
torque threshold while manually rotating the actuator axis, 
first in the clockwise and then in the anti-clockwise 
direction. The threshold torque which is actually the sum of 
a static friction and a magnetic field dependent induced 
yield stress component  was assessed in several 

repetitions with different input voltages. The graph on 
Figure 1 presents the absolute values of acquired threshold 
torque    with regards to the input voltage . From the 

results a nonlinear relationship can be observed. 
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Figure 1 Static torque threshold values with accordance  

to the MR fluid excitation. 
 
In the second experiment, a dynamic characteristics of MR 
fluid actuator was measured evaluating the dependence to 
the motion speed. The braking torque was assessed during 
motion in forward and backward direction moving with a 
different rotation velocity and with constant MR fluid 
actuator input. A family of curves was obtained that is 
presented in Figure 2. Each curve represents a typical 
characteristics of the braking torque. The presented values 
sum the yield stress component , the viscous component  

, and the static friction. From acquired results a nonlinear 

torque-velocity relationship with a hysteresis loop can be 
observed [11]. 
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Figure 2 Dynamic characteristics of MR fluid actuator. 

4 EXERCISE DEVICE FOR UPPER-EXTREMITY 
SENSORY-MOTOR CAPABILITY 
AUGMENTATION 

The conceptual scheme of the training system for upper 
extremity sensory-motor augmentation is presented in 
Figure 3. The system is designed to train finger or wrist 
flexor and extensor muscles by performing the position 
tracking task. The reference and actual positions are 
displayed on a visual display as two rotational pointers. The 
MR fluid actuator is used as a braking torque modulating 
device which allows exercise under isometric, isotonic or 
isokinetic conditions. The core of the system is a personal 
computer (PC) that is used for reference generation, actual 
hand force acquisition, visual presentation of the reference 
and actual position, and control of the MR fluid actuator. 
The software application for controlling the system was 
developed in the Mathworks Matlab-Simulink 
programming environment and it runs in xPC real time 
operating system. 
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Figure 3 Conceptual scheme of the training system showing 

its main components: exercise device with force sensor  
and MR fluid actuator, visual feedback,  

and closed-loop controller. 
 
The close view of the exercise device is shown in Figures 4 
and 5. The device construction is made of aluminium strut 
elements. On a construction, the MR fluid actuator is 
mounted, and on its axis an adjustable lever arm with a JR3 
force/torque sensors (50M31A-I25; JR3, Inc., Woodland, 
CA, USA) and a finger fixation are fixed. The fingers are 
fixed to the force sensor by means of a finger support and a 
Velcro strap. The finger fixation and force sensor enable 
the acquisition of the hand forces. To ensure the proper 
position and to prevent the arm from moving during 
training, the forearm is fixed to the arm support by Velcro 
straps. The position of force sensor, the actuator and 
forearm support is adjustable, allowing the accommodation 
of measuring setup to each individual, as well as to assess 
either the right or the left hand. Two PCI boards were used 
for data acquisition from the force and position sensors, and 
to generate the control voltage for MR fluid actuator. 
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Figure 4 Close view of the exercise device  
from the left side. 

 

 
 

Figure 5 Close view of the exercise device  
from the right side 

 

5 EXPERIMENTAL EVALUATION 

To demonstrate the performances of the developed exercise 
device an experimental evaluation was accomplished. In 
the position tracking experiment a healthy subject was 
asked to follow the reference position which was altered 
linearly in a range of ±30o from its center (fingers 
extended) position at 180o. During motion, the braking 
torque was modulated by the MR fluid actuator according 
to the term: 
 

 
(8) 

in which parameter α states for the current position of the 
actuator axis in radians, and the sign ± is changed regarding 
the rotation direction (clockwise/anticlocwise). According 
to the term above, the braking torque had the highest value 
at the finger extended position, while it diminished with 
displacing from it. 

The actual torque was measured while the MR fluid 
actuator activity was controlled by a PI controller with a 
feedforward term according to the difference between 
actual and reference value. Figure 6 presents the actual 
motion trajectory accomplished during experimental 
evaluation. In Figure 7 the reference   and actual  

torques are shown. 
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Figure 6 Motion trajectory in experimental evaluation. 
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Figure 7 Reference torque tracking of MR fluid actuator. 

6 CONCLUSION 

The paper presents the development and experimental 
evaluation of semi-active exercise device for upper-
extremity sensory-motor capability augmentation. The 
device is built on the basis of the rotational 
magnetorheological actuator which allows resistive torque 
modulation. The frame of the device is constructed to allow 
flexible change of configuration, while the controller is 
implemented on a Mathworks Matlab/Simulink 
environment and real time xPC Target operating system.  
The experimental results show that the MR fluid actuator is 
suitable for application in exercise devices as a semi-active 
element providing braking torque modulation. On its basis, 
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several exercise modes can be achieved. In comparison to 
electric motor actuators the power to weight ratio and need 
for power amplifier is advantageous in the case of MR fluid 
actuator usage. On the other side, the control is more 
complex since the MR fluid actuator is a highly nonlinear 
device.  
The proposed areas of application for exercise devices 
based on the MR fluid actuators are in rehabilitation and 
sports training. 
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ABSTRACT 
 

This paper describes the operating principle of a mechanical system designed to harvest 
Crocus Sativus (saffron) flowers. The former device imitates one of the procedures followed 
by the pickers, but with the peculiarity that allows to harvest the flower without separating it 
from its leaves, which is a significant advantage since it simplifies the mechanical detachment 
of the flower. The system is conceived as a shoulder portable device with two main parts: the 
first one is specifically designed to detach the flower containing three stigmas, which are the 
costly final product; the second one is aimed to collect the detached flower through a vacuum 
collector. The system is carried by the human operator on his back. The paper also deals with 
some experimental tests in the laboratory carried out in order to highlight the dynamic 
behaviour of the detaching and of the harvesting devices. 

Keywords: mechanical harvesting; agricultural robotics; portable automated device. 
 
 

1 INTRODUCTION 

In agricultural harvesting many researchers are engaged to 
design robotic devices for efficient and delicate agricultural 
product picking and handling. The level of mechanization 
in the agricultural field, as well as the choices made and the 
consequent appropriate use of the tools and techniques 
developed, has had a direct and considerable effect on the 
agricultural production rates, on the farms growth and on 
the environment as well. 
Agricultural mechanization has started developing and 
diffusing since the second half of the twentieth century, 
when machines for performing either agricultural or zoo 
technical tasks with well defined operational targets and 
large economical and social consequences were first 
realised. 
A very high number of devices have been introduced in the 
agricultural field in order to support or even take place of 
the work of man, specially when it comes to hard work to 
be done in open field. In particular many systems and 
devices are used for products harvesting [1-5]. 

Contact author: A. Manuello Bertetto 1, C. Falchi 1,  
R. Pinna 1 , R. Ricciu 2. 
1Piazza D’armi 1, 09123 Cagliari - Italy 
2Via Santa Croce, 67 09123 Cagliari - Italy 

 
 
There is a growing interest in the use of pneumatic devices 
and robots in horticultural industries. Mechanization of 
agricultural products harvesting e processing may solve 
several problems, such as the decrease in seasonal labour 
availability. Picking soft fruits is still mainly performed 
manually, in order to avoid mechanical damage of the fruit. 
The cost of harvesting is a significant percentage of the 
total cost of fruit production. To realize an efficient 
mechanical harvesting, one of the major problems is the 
design of a proper gripping device, able to harvest and 
handle delicate objects, such as soft fruits, conforming to 
their various shapes and sizes. 
Some fruit-picking mechanisms are based on a cutting 
device attached to a tubular arm [6]. The mechanism is 
provided with a rotating lip that detaches the fruit already 
enclosed in the tube; the fruit then rolls down the tube to a 
holding bin. 
For picking delicate objects, as the agricultural products 
are, many applications employ the vacuum principle in 
order to realize a delicate gripping phase, avoiding high 
local pressure and damaging. Particular suckers or vacuum 
cups are frequently used when harvesting by means of 
vacuum techniques. The use of vacuum grippers, for 
picking fruits is described in [7, 8]. This method shows 
good results, mainly when attempting to pick tightly  
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clustered fruits, when the rotating-lip mechanism may have 
the tendency to put fruit away. 
An interesting gripping device has been realised at 
Japanese University of Kyoto [9]. This gripper has three 
elastomeric fingers moved by McKibben muscles which 
allow the fruit to be wrapped. 
At the Politecnico di Torino a soft hand for delicate fruit 
harvesting by flexible fingers pneumatically actuated was 
developed [10]. The hand has been designed so as to allow 
picking of quasi-spherical fruits having a diameter of about 
50 to 150 mm. Particular versatility characteristics are 
required given the necessity of grasping objects of not 
constant size and shape which are not located along the 
hand axis. For this reason the hand is provided with the 
ability of adapting itself to the object location and size; in 
addition the hand has pneumatic force sensors to avoid 
object damaging, by controlling the grasping force. In [11, 
12] a hand, designed at Politecnico di Torino, for the 
automatic harvesting of asparagus is described and 
characterised. This gripper allows a not centred grasping 
operation and can perform a fit back controlling the 
grasping force on the grasped object, by means of a 
customised contact force sensor. 
A realisation of non-conventional pneumatics, which makes 
use of flexible actuators, is illustrated in [13]. In this work a 
small dimensions grasping hand for saffron flowers 
harvesting is described. This gripping device has one 
degree of freedom; it is moved by a deformable actuator 
which consists of a small bag made of elastomeric material, 
which is able to inflate and expand under the internal 
pressure action, when fingers are given an angular 
approaching movement. 
An application of pneumatics in agriculture is illustrated in 
[14]. The objective of this system was to develop an 
automatic rolling plant for rice seedlings, which can roll up 
the seedling mat. 

2 THE CROCUS SATIVUS CHARACTRISTICS 

The Crocus Sativus, as represented in Fig. 1, is a specie of 
Crocus among the Iridaceae. Crocus Sativus flower bears 
the stigmas. From the stigmas that, are three and with a 
bright red colour is derived the spice. Saffron is certainty 
the world's most expensive spice by weight [15]. The 
Mechanisation of the harvesting, separation and drying of 
the stigmas is a suitable contribution to the quality and 
advantage of the Saffron growing [16, 17]. 
Saffron is graded via laboratory measurement of crocin 
(colour), picrocrocin (taste), and safranal (fragrance) 
content. Determination of non-stigma content and other 
extraneous matter are also key. Grading standards are set 
by the International Standard Organisation [18]. 
Saffron is actually produced in Europe, North of Africa, 
Iran, India, in Spanish and Greece; crops are also available 
from New Zealand, France, Switzerland, England, the 
United States, and other countries as indicated in Fig. 2. 
 
 

 
Among the more high quality spice in the world, there is 
the Italian Saffron from L'Aquila in Abruzzo, Italian 
country, and from Sardinia, in the Mediterranean sea. 
Despite the high number of mechanical and robotic 
machines, introduced in the agricultural field, the 
harvesting of flowers is not so much automated, not many 
devices exist for harvesting the really delicate Iridaceae, 
the family which the saffron belongs to [19, 20]. An 
automatic system for saffron flower harvesting has been 
realized at the Università degli Studi di Cagliari. In [21] a 
flower cutting system which preserves the young plant 
leaves is described. The system has been thought to be 
portable and operated by a worker. 
The saffron harvesting begins when flowers start sprouting, 
during mid or late October, and lasts for a couple of weeks. 
Since the saffron is cultivated in open fields, the harvesting 
must be promptly carried out, in order to avoid crop loss if 
bad weather occurs, which would be disastrous for the 
blossomed flowers. It is also interesting to notice that a 
kilogram of saffron spice is made out of two hundred 
thousand flowers, leading to a cost per kilogram of about 
many thousand euros. Thus, it has been found worth to try 
and develop a device that would lead to the mechanization 
or semi-mechanization of Crocus Sativus harvesting, which 
would allow the productivity and work quality of pickers to 
be improved. 
 

 

 

 

Figure 1 The Crocus Sativus. 

 

Figure 2 The Saffron cultivation zones in the world. 
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3 THE SAFFRON FLOWER HARVESTING DEVICE 

The mechanical system to which this paper is concerned is 
a shoulder portable device with two main parts, the first of 
which is aimed at detaching the corolla from the stem and 
the second one is aimed at collecting the flower. As stated 
above, the detaching device has been specifically designed 
with the purpose of imitating one of the manual techniques 
adopted by the pickers. 
The picker, after locating the flower and separating it from 
its leaves, holds the stem between its thumb and index 
fingers and, with a swift movement, moves it forward and 
downwards. The stem bends and breaks because of its 
frailty. In spite of leaves, which bend elastically and are 
much more flexible and tenacious, the stem strongly tends 
to brake when loaded. In fact, its structure collapses at the 
corolla basis, which is the area where the pickers hold the 
stem. This is mainly due to the morphology of the stem, 
which, from a macroscopic point of view, may be 
considered a thin long cylinder, axially loaded. 
Actually, the spice production remains located strongly in 
an border role which not increase the economic importance 
of the product. The Crocus Sativus flowers must be 
harvested in the early hours of the day and then only during 
a 15- to 20-day period in November. 

 
In Fig. 3 the portable device to harvesting Crocus Sativus 
on fields is represented. The device is an integrated light 
weight system with different parts allowing to realise the 
different phases that are necessaries to perform an efficient 
harvesting operation on the field. 
In particular in the Fig. 3 it is possible to see the handle (1), 
equipped by the pneumatic valve manually operated to 
perform the gripper pneumatic actuation, the body (2) 
supporting the electrical motor equipped by the fan to 
generate the vacuum to inhale the detached flower, the 
suspender (3), allowing to perform the harvesting without 
bending, the integrated pneumatic pipe to supply the 

pneumatic actuator assembled in the gripper body, the 
vacuum tube (6) to collect the flowers, the link (7) to the 
device body of the gripper body (8), with the two fingers 
(9), to detach the saffron flowers. This link has a hinge 
elastically winded up around a horizontal axis to allow a 
rapid rotation of the gripper body when the lower is 
detached; this movement allows to approach the flower the 
vacuum system inlet. 
The flowers are detached by means the gripper that is the 
end effector of the portable device to harvesting Crocus 
Sativus on fields. The gripper is a one degree of freedom 
pneumatically actuated gripper. The actuation of the 
gripper is pneumatic powered, in fact this kind of supply is 
very suitable to operate in agricultural fields. 
In Fig. 4 it is possible to see an internal view of the gripper. 
It can be seen the aluminium alloy body (1) the pneumatic 
cylinder (2) with a diameter of 16mm and a stroke of 
25mm, acting with its rod on a translating crossbar (3). 
This crossbar push two cylinder bodies (4) rototraslating in 
two bushing (5) where an helicoidal guide 
(6) drive a cam linked to the cylinders to obtain an 
helicoidally motion of the fingers (7) linked to the 
cylinders, the fingers detach the flower, realising a 
reciprocal rot translation without sliding each other. 
The elastically powered hinge on the link indicated with 
(7) in Fig. 3 is loaded when the pneumatic cylinder moves 
the fingers. 

 

4 THE EXPERIMENTAL TESTS ON THE GRIPPER 

The success of the detaching phase of the harvesting 
Saffron flower process is strongly dependent on the 
dynamic of the system. In fact, the sequence of the fingers 
movement and the bending rotation of the entire gripper 
body, around the elastically loaded horizontal hinge, must 
have a given time sequence. The harvesting procedure is 
efficient if the bending movement takes place when the 
fingers movement is completely done. This means that the 
cylinder dynamic must be sufficiently fast to have a 
sufficient strong shock at the finish of the cylinder stroke. 
In Fig. 5 the sensorized gripper is shown. The measured 
variables are the two pressures in the cylinder chambers, 

 
Figure 3 The portable device to harvesting 

Crocus Sativus on fields. 

 
Figure 4 The gripper. 
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the position and the speed of the cylinder rod, driving the 
fingers motion. In the same figure it can be seen the gripper  
described above (1), the pressure transducers (2) and (3) 
measuring the pressures in cylinder chambers and the wire 
position transducer (4). The transducers signal are 
processed by an acquisition board (Compact DAQ) 
National Instruments mod. NI 9219 with a resolution of 24 
Bit and 100S/s/ch, and stored in a PC. The pressure 
transducers has a range of ± 1.46x106 Pa with a sensitivity 
of 6.89x103 Pa/mV; the wire displacement sensor has a 
140mm range and a gain of 78.724 mV/mm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The graph in Fig. 6 refers the behaviour of the pressure 
values in the anterior and posterior chambers. The pressure 
value, when discharged to the ambient, has a trend with a 

behaviour having a value quickly reaching the environment 
pressure level, also favoured by the decreasing volume for 
the piston movement. On the contrary, when the pressure 
increases in the cylinder chamber, the volume increases 
because of the piston motion and the pressure trend is more 
gradual. 
Corresponding to the pressure values in the cylinder 
chambers, the position of the crossbar is referred in Fig. 7. 
The graph shows a rapid movement of the cylinder piston 
driving the fingers of the gripper. The curves are referred 
for a pressure supply of the cylinder of 1,5 and 4,0 bar 
relative. The graph trend has a loading ramp more steep, 
corresponding to the outstroke of the cylinder rod, 
compared to the trend of the in stroke. The area of the 
piston is, in fact, not symmetric: in the anterior chamber is 
present the rod. Observing the end of the outstroke 
displacement, it is possible to find an overshoot 
displacement due to the elastic deformations, the inertia 
effect and the shock of the moving parts at the end of the 
stroke. 
This fact allows the bending movement of the gripper 
round the horizontal hinge that represents the link to the 
system body. The cylinder piston velocity is referred in Fig. 
8. The values are given for different supply pressures. The 
velocity values of the cylinder rod is rigidly linked to the 
velocity of the fingers in their helicoidally trajectories. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The velocity trend shows the influence of the supply 
pressure level: for a pressure supply of 1.5bar relative the 
velocity reaches the maximum speed value of 0.45m/s in 
0.10 seconds for an acceleration medium value of 4.5m/s2. 
When the supply pressure is 4 bar relative, the maximum 
velocity value is 0.65m/s reached in 0.06 seconds; this 
corresponds to a medium acceleration of about 10m/s2. 

 
 

Figure 5 The experimental test rig. 

 
Figure 6 The pressure trend in the chambers at 4 bar 

relative pressure supply: many operations (a),  
the way out cylinder transient (b). 

 

Figure 7 The cylinder stroke for different pressure  
supply Ps. 
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The dynamic behaviour, strongly dependent on the supply 
pressure level of the two finger device, is responsible for 
the success of the harvesting operation. The authors think 
that it is important to know the gripper behaviour on field 
in operating conditions and not only in laboratory. A test 
procedure was then tuned in order to detect the kinematics 
and dynamic performance without hardware assembly of 
sensors on board. The gripper behaviour was then also 
studied by an image analysis technique. 
This way of measurement has some advantages compared 
to that done by the wire displacement transducer performed 
on laboratory. By the image analysis technique it is 
possible to detect the displacement and velocity of the 
gripper fingers without an invasive assembly of the 
transducers. By this way is then possible to analyse the 
gripper behaviour on field where it is present humidity and 
environmental not so controlled conditions and, in addition, 
by this way any transducer is assembled on board. This is 
an important aspect when the gripper, assembled on the 
system, has also a bending motion as described when the 
finger gives the detached flower to the vacuum harvesting 
device. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Fig. 9 the test rig for image analysis techniques is 
shown. In particular it is possible to show one of the lamps 
(1) to illuminate the system under test, the unassembled 
integrated system (2) with the pneumatic valves to control 
the fingers motion, the air compressor (3) to supply the 
pneumatic cylinder driving the fingers, The gripper under 
test (4), the high speed camera (5) shooting the motion of 

the triangle white target linked to the piston driving the 
gripper fingers and the acquisition system (6). 
Image analysis technique was also applied in order to 
compute the pneumatic piston kinematics. A white triangle, 
with a lateral size of 40 mm, was connected to the piston 
and its movement was followed on a uniform black 
background. Ten cycles of the piston were recorded at 1000 
fps by means of a high speed camera (Redlake Motionpro 
Y3) with CMOS sensor and a resolution of 1024 x 1280 
pixels, equipped with a professional 50 mm lens. During 
the experiment, the apparatus was appropriately and 
uniformly illuminated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Colour analysis was performed on the data: since the 
triangle is a white shape on a black background, applying 
an appropriate threshold allows identifying the triangle in 
the binarized images. 
Consequently, the position of one of the triangle vertex is 
defined in each image. The displacements are then 
converted from pixels to mm using the size of the triangle 
as a reference measure. Hence, analysing the data with an 
in-house program code, the kinematics parameters of the 
piston are straightforwardly measured. 
In Fig. 10a the gripper from the camera point of view is 
shown: it is possible to see the triangle white target linked 
to the piston driving the gripper fingers. One of the triangle 
vertex is defined in each image. This vertex is the higher 
vertex as indicated in Fig. 10b. 
 
 

 

Figure 8 The cylinder velocity for different pressure 
supply Ps 

       

Figure 9 The test rig for image analysis technique. 
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In Fig. 11 the piston displacement is referred vs time 
detected by two gauges: the first one is given by the wire 
displacement transducer, the second by the camera. 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As described above, the studied system is an integrated 
portable device with a vacuum collector. The vacuum 
system has a fan electrically supplied. This vacuum 
harvesting system generates a vacuum allowing an air flow 
suitable to the suction of the flowers picked by the two 
fingers gripper. During the tests the flow speed was 
evaluated by a differential pressure measurement to detect 
the air flow rate to harvest the detached flowers vs. the 
electric current absorption values. 

The differential pressure was measured by a Pitot tube, 
placed in different radial positions, in the outlet duct of the 
vacuum harvesting system. In Fig. 12 the test rig to 
measure the flow rate to collect flower, when detached, is 
shown. It can be seen the device body (1) with the fan to 
generate the vacuum, the inlet duct (2) where the flowers 
are collected, the gripper (3), the outlet tube (4) to 
regularize the flow the multimeter (5) to measure the 
electric current absorption and the Pitot gauge to detect the 
dynamic pressure (6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the lower right side of the figure the axial view of the 
outlet tube shows the Pitot tube in the flow pipe. 
In Fig. 13 the flow velocity, detected by the Pitot tube 
placed at different radial position respect to the outlet duct 
axis, is shown. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The velocity values are referred for three different electric 
current absorption values of the fan  motor to generate the 
vacuum. 
The flow rate referred vs. the electric current absorption in 
Fig. 14 was computed knowing the velocity values and the 
geometry section where the velocities are measured. 

 

Figure 10 The test rig for image analysis technique. 

 
Figure 11 The cylinder stroke for pressure supply Ps of 

4 bar relative, detected by wire displacement sensor 
compared to that detected by optical system.

 
Figure 12 The harvesting integrated system with the 

outlet tube to regularize the flow and  
the Pitot tube gauge. 

 
Figure 13 The flow velocity vs. the radial position, for 

different electric current absorption values I. 
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The graph shows a monotonic and regular growing of the 
flow rate level vs. the current absorption. 

5 CONCLUSIONS 

The mechanical integrated system for Crocus Sativus 
harvesting, described in this paper, was studied and 
characterised by laboratory tests. The tests was carried out 
on the prototype to highlight the dynamic behaviour of the 
detaching device, showing that it works as it was meant to 
and to know the vacuum system efficiency to harvest 
detached flowers. Experimental tests performed are useful 
to individuate the working parameters to obtain a dynamic 
sufficiently fast to perform an efficient detaching and 
harvesting strategy. 
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ABSTRACT 
 

The technology and processes associated with manufacturing have undergone a sea-change 
during the last few decades.  Many of the hi-tech and hi-precision operations in manufacturing 
operations have robot to carryout operations that are routine, highly complex and critical, 
hazardous or of high-precision in nature. Robots basically have sensors using which the 
operation sequence is manipulated as programmed.  Such sensors/robots when networked, 
provides flexibility and faster turn-around in manufacturing. This paper makes a study on the 
present developmental status and details the design features of self organizing sensor networks 
for automation and process monitoring. The goal is to define a model-based development 
process for large sensor-actuator networks with a focus on wireless communication. It also 
makes a survey on the present developmental status and details the design features of 
networking modular production systems using embedded wireless multifunctional sensor 
networks. It is intended to use this work as basis for future research work in the area of 
cooperative behavior of robots and also in the area of modular production systems and 
Robotics. 

Keywords: Wireless Sensor Networks, Communication, Production System, Process Monitoring, Mobile Robot 

 
 

1 INTRODUCTION 

Applied technology is an important component of any 
scientific and engineering research and more so in the field 
of robotics. The applications of robot in day-to-day 
activities for industrial and time critical fail-safe operations 
have been increasing rapidly in the past years.  Some of the 
broader areas are in agriculture, automotive manufacturing, 
construction, entertainment, health-care, laboratories, 
security and surveillance, military, mining, warehouse 
operations etc.  Robot for industrial applications include 
critical and complex assembly operations which are of 
repetitive nature, performing routine operations such as 
pick-and- place, process control operations in nuclear and 
robotic arm in space to perform time-critical and fail-safe 
operations with minimum human intervention. 
 

Contact author: Gokul Balakrishnan 

Precision Engineering and Instrumentation Laboratory 
Department of Mechanical Engineering 
Indian Institute of Technology Madras 
Chennai-600036, INDIA 
E-mail: gokulb@smail.iitm.ac.in 

 
 
Applications such as walking robot for human health care 
of elderly or handicapped people and for recreational 
activities are also on the increase. 
Robot is basically a device employing sensors, electronics, 
computing and control features to carry out certain 
intended functions and falls in the realm of mechatronics. 
The use of multiple sensors/robots enables networking, 
resulting in various industrial applications viz., material 
handling, material transfer, machine loading and 
unloading, spot welding, spray coating, assembly 
operations in sequence and inspection. 
This paper makes a study on the design and development 
features of Self Organizing Sensor Networks for 
Automation and Process Monitoring. Presented in this 
thesis are the results achieved in design of the system 
architecture as well as its implementation in a prototypical 
use case. It also makes a survey on the present 
developmental status and details the design features of 
networking modular production systems using Embedded 
Wireless Multifunctional Sensor Networks. 
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2 LITERATURE SURVEY 

Akyildiz et al. [1], Townsend et al. [2] and Miao [3] 
present a good introduction to sensor networks and 
applications. Distributed microsensor networks are used 
both in civil and military applications. Microsensors also 
provide a more flexible approach to industrial applications 
and enable better quality control. Riedel [4] describes self-
organizing sensor networks that may operate autonomously 
over long periods of time in remote environments. 
Examples for wireless system architectures, network 
topologies and real-time environment testing are discussed 
by Hill [5]. Jeong et al. [6] analyze the suitability of sensor 
networks for industrial processes with the conclusion that a 
sensor network cannot meet all requirements of each 
application because of different characteristics of 
heterogeneous components. 
Agre et al. [7] and Clare et al. [8] discuss the Self-
organising in a microsensor is its capability to sense and 
process the information along with the adjacent ones and 
communicate.  Such sensors may be required to operate 
autonomously over long periods of time in remote 
environments which calls for design for very low power. 
Park et al. [9] describes self-organizing sensor networks 
that may operate autonomously over long periods of time 
in remote environments which also requires a very low 
power design.  
When such a system is configured for monitoring in a 
factory operation, it is essential that it shall have the 
attributes such as ease of operation, easy configurability/re-
configurability, amenable to add-on stations, sensors and 
add to all these, ease of communication and operability by 
a factory worker.  Thus, when implemented for industrial 
applications, the microsensor should have application 
specific communication and network protocols along with 
operating algorithms in order to ensure seamless 
connectivity and reliability under different conditions. An 
extensive treatise on the system architecture, network 
topology, the realtime environment testing including 
timing constraints, communication and security and system 
evaluation matrix are detailed in Collier et al. [10] and 
Nekoogar et al. [11]. 
The basic principle and design of various components of 
robot such as manipulators, end effectors are dealt with in 
detail in textbooks [12][13][14]. Intelligent autonomous 
robots find its application in many areas as explained in 
Sec. I.  Justin [15] discusses the mobile robot/sensor 
networks that have emerged as tools for environmental 
monitoring, search and rescue, exploration and mapping, 
evaluation of civil infrastructure and military operations. 
Shibata et al. [16] describes the realization of a modular 
distributed control architecture specifically designed to 
control locally intelligent robot agents.  On the vision 
algorithms, Jose & Giulio [17] discusses the 
implementation of a set of visually based behaviors for 
navigation.  
A number of papers discuss on the communication network 
and control techniques. Firmansyah [18] has developed a 
prototype of modular networked robot for autonomous 

monitoring with full control over web through wireless 
connection. The robot is equipped with a particular set of 
built-in analyzing tools and appropriate sensors to enable 
independent and real-time data acquisition and processing. 
The paper focusses on the microcontroller-based system to 
realize the modularity. Alberto Elfes [19] discusses a 
distributed control system that provides scheduling and 
coordination of multiple concurrent activities on a mobile 
robot. 
Obstacles, motion control, logic and estimation are dealt in 
detail by the following authors.  Yang Tian-Tian et al. [20] 
considered the problem of formation control and obstacle 
avoidance for a group of nonholonomic mobile robots. On 
the basis of suboptimal model predictive control, two 
control algorithms were proposed. Ralph P. Sobek et al. 
[21] presents a distributed hierarchical planning and 
execution monitoring system and its implementation on an 
actual mobile robot. The planning system was a distributed 
hierarchical domain independent system called Flexible 
Planning System (FPS). It is a rule based plan generation 
system with planning specific and domain specific rules. 
Luca Consolini et al. [22] dealt with leader–follower 
formations of nonholonomic mobile robots, introducing a 
formation control strategy alternative to those existing in 
the literature.  
Pertaining to robot intelligence, Volker Turau [23] 
presented a model for a robot control system that is under 
development for use in a manufacturing cell, which 
consists of various assembly stations and a material storage 
system. 

3 WIRELESS SENSOR NETWORKS 

Today wireless sensor network forms the backbone of 
modern industrial production systems. The industries that 
call for implementation of sensors which are wireless, 
network with local processing at their respective nodes and 
synthesizing and display systems so that one can 
implement and monitor the whole operation from 
anywhere when implemented over internet using 
appropriate communication protocols. 

4 PRODUCTION SYSTEMS 

4.1 INTRODUCTION 
A new paradigm has evolved in the recent years in the field 
of production which is known as Modular Production 
systems. Modular Production System (MPS) is a learning 
system which can be used to simulate real-life industrial 
production systems of varying complexity. MPS is 
universal, modular, and open to further expansion. The 
basic level may consists of simple operations and 
sequences, which could be expanded step-by-step towards 
building a complex system. 
Training on the actual production plant is often not 
feasible, as the risk of a system to malfunction would be 
huge and the production process would thus be 
significantly disrupted causing losses. A practice-oriented 
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training system is hence the optimum alternative to training 
in the work place. With this, trainees and skilled workers 
can be prepared to meet professional demands of a job 
without any pressure of time or facility constraint. In 
practice, a team consisting of industrial and electrical 
technicians would be able to assemble, commission, 
operate and maintain a production plant and at the same 
time using MPS, localise and eliminate any fault in a 
system through simulation without actually being part of 
the production facility.  

4.2 MPS DESCRIPTION 
The support system, basic units and modules provide the 
fundamental building blocks, thus making the entire 
application package. The support system that consists of an 
aluminium profile plate as well as PLC board and trolley 
forms the central location for assembly of the basic units 
and the basic units perform individual functions, such as 
the picking up of workpieces. Useful functions can be 
carried out by using different modules such as a rotary 
indexing table and a drilling module. Modules and basic 
units are combined mechanically and via control 
technology to form stations which are capable of various 
functions. Several stations are available for standard 
functions such as distribution, testing, processing and 
storage. The functions of stations are summarised in Table 
1.  

 

 
      (Courtesy: FESTO24) 

Figure 1 The modular production system storage station. 

 
MPS can provide the necessary support to manufacturer to 
tackle the challenges from the market competion as well as 
the shorter product life-cycle of the product. A typical 
module of a MPS is shown in Figure 1.  
 
 
 

4.3 MULTIPLE STATIONS 
By means of a combination of different stations, it is 
possible to achieve installations with a wide range of 
functions. With these installations, one can deal with more 
complex training contents such as planning and project 
design, structured PLC programming techniques, operation 
of installations, commissioning and maintenance of 
Computer Integrated Manufacturing (CIM) systems, 
quality management, and industrial communication. 

5 SOFTWARE ARCHITECTURE 

The wireless sensor network has many important 
components such as sensors, network, communication and 
software. The software architecture may be divided into 
four major layers namely: 
1. Sensor or Machine Layer – The machine layer consists 
of the wireless sensor and the wired sensor. Data 
acquisition is carried out in this stage. 
2. Network Layer – Data transport takes place through a 
sender/receiver unit and bus coupler, which are present in 
this layer. An optional media converter may also be added. 
Communication is the main aspect of this layer through 
self organization, wireless encryption and fault tolerance. 
Network management also plays an important role. 
3. Data Processing/Cluster Layer – Data pre-processing 
take place in the cluster layer through the data pre-
processing unit. Pre-processing is carried out for reduction 
of data volume and statistical analysis. 
4. Control Station/Facility Layer – Data storage and 
presentation are the primary operations of the facility layer. 
The important components are structural database, 
Terminal for visualization and data backup unit. Data 
storage helps in association of data to objects such as 
transponders and RFID. Visualization helps in permanent 
monitoring at the operator’s console. Typical software 
system architecture is shown in Figure 3. 

5.1 SENSORS 
A sensor system suitable for these processes consists of 
statically mounted and of flexible placeable sensors. Using 
sensors with a wireless communication provides the 
flexibility to easily adapt to the network. Figure 2 shows 
the typical sensors and the network components.  After the 
deployment phase it is easily possible to optimize the 
sensor coverage or to provide additional sensing resolution 
at specified locations for calibration tasks only by placing 
additional sensors there.  

    
Figure 2 Embedded Sensors and Network components. 
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Figure 3 Software system architecture. 
 

Table I - Different Functions of MPS Station

MPS Stations Functions 
1. Distribution  To separate a workpiece from the rack. 

 To make the workpiece available for subsequent processes. 

2. Testing  Establish the material characteristics and check the workpiece. 
 Either separate out a workpiece or make it available for a subsequent station. 

3. Processing  Process the different workpiece types such as aluminium or plastic. 
 Check the result of processing after the processing cycle. 

4. Handling  Remove parts from the processing station. 
 To sort parts according to their characteristics. 

5. Sorting  Sort parts according to their characteristics. 

6. Buffer  Transport and separate workpieces. 

7. Assembly  Assemble a cylinder. 
 Transfer the assembled cylinder to a subsequent station. 

8. Hydraulic punching  Separate out a workpiece from the rack. 
 Punch a hole in the workpiece. 
 Rotate the workpiece by 180 degrees and transfer it. 

9. Functional testing  Test the functioning of the assembled short-stroke cylinder. 
 Either reject the cylinder or make it available to a subsequent station. 
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5.2 SENSOR AND NETWORK REQUIREMENTS 
In contrast to the cabled sensors, which have a constant 
power supply, the wireless sensors need to be powered by 
batteries. To increase the lifetime, energy harvesting 
techniques will be used. A further aspect to increase node 
lifetime is to reduce energy consumption. Usually the most 
power is needed for communication. To minimize the 
network traffic and thus power consumption, the sensor 
data will be pre-processed by the sensor nodes to minimize 
the size and number of the network package. 
Facing these challenges, a new software architecture needs 
to be developed which is suitable for wired and wireless 
sensor nodes in the same way and which is easily 
implementable in industry processes.  
To show the feasibility of this approach, a demonstrator is 
planned to be created and, in further steps of the work, this 
sensor system will be used in industrial production process 
for applications the industrical applications as stated above.  

6 SYSTEM DESIGN, CONSTRUCTION AND 
TESTING OF THE PROCESSING STATION 

The technical design aspects and methods planned to 
develop the proposed self organizing embedded sensor 
networks for process monitoring is described in this 
section.  
After reviewing all the available stations, the processing 
station was selected to be explained in detail below. 

6.1 DESIGN 
The processing station performs a drilling task which can 
to be broken into different sub-tasks. The functional 
description of the whole drilling process is summarised in 
Table 2. 

6.2 ASSEMBLY AND COMMISSIONING 
The components such as rotary table, drilling module, 
polishing module, sensors, etc. were gathered and 
assembled with reference to the system requirements. 
When all components were in position, the commissioning 
process (cable connections) was then started.  A PLC board 
was assigned to the station. The station was supplied by a 
24V DC max. 5A power supply. The pneumatic 
components drew 6 BAR compressed air for working 
pressure. 

6.3 PROGRAMMING WITH THE SOFTWARE TOOL 
The stepwise refinement programming technique was 
applied to tackle the programming task. The programming 
of the complete operation was divided into five sub- 
modules, namely, (I) Rotary indexing table via a timer 
module, (II) Rotary indexing table via a sensor module, 
(III) Drill hole checking module, (IV) Drilling module, and 
(V) Indexing and drilling module.  Finally, the program 
was completed by joining the above five sub-modules. 

6.4 OPERATION AND TESTING 
All five sub-modules were tested sequentially. 
Modifications were made from time to time in order to 

fulfil the system requirements. Finally the complete 
operation was tested and the results were encouraging.  
 

Table II - Functional Description 

7 NETWORK ARCHITECTURE 

This topic deals with the Network protocols that have 
been/to be implemented on the system. The concept is to 
control the MPS directly from the computer, without the 
use of the MPS Software. The idea of this project is to 
develop a self organizing wireless sensor network for 
process monitoring and automation. When this technology 
is transferred to the industry in future, it should be possible 
to easily integrate more sensors and microcontrollers to the 
sensor node.  
The Final implementation would look as described in the 
Figure 4. The application would run on the host PC, which 
is connected to a gateway. The gateway would be 
connected to a switch. An ARM microcontroller and the 
MPS will also be connected to the switch. It is planned in a 
manner wherein the our network would use two protocols. 
The protocol between the host and the gateway would be a 
web services based protocol implemented through XML 
schema or SOAP or WSDL, as the idea is to make it 
compatible to Device Profile for Web Services (DPWS). 
A binary protocol has already been implemented for 
communication between the host and microcontroller, and 
also between the microcontroller and the MPS. The ARM 
microcontroller is programmed by C, but with a special uIP 
embedded code which is a special stack for 8/16 bit 
microcontroller programming. A C++ application is 
created on the host (PC) inorder to map services and also to 
interact with the microcontroller. 

Start Condition Initial Position Sequence 

 Work-piece at 
the start of the 
conveyor belt 

 Drilling unit 
in retracted 
position 

 Polishing  
unit 
retracted 

 Workpiece 
has reached 
the rotary 
table 

 Rotate rotary 
indexing table 

 Check if drilling 
required 

 Extend drilling 
unit, Perform 
drilling operation 

 Switch off 
drilling unit, 
Retract 
drilling unit 

 Rotate rotary 
indexing table 

 Check for 
polishing 

 Perform Polishing 
operation if reqd. 

 Retract Polishing 
cylinder 

 Rotate rotary 
indexing table 
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The whole system can be divided into three important 
components namely: 
1. Host – The host is the PC on which the application runs. 
The PC may also be connected to a database and a 
gateway. Initially, the gateway is planned to be used as the 
same PC or a different PC. Later on, a Fritz box maybe 
used. 
2. Target – The target is an ARM microcontroller.  
3. System – The system is the modular production system 
on which the developed protocols are tested.  

7.1 DESCRIPTION OF THE MPS STATIONS 
The first station is known as the storage station and the 
second station is known as the processing station. The 
storage station detects the colour of incoming workpieces 
and deposits them into one of the three levels of the rack 
module, depending on the colour (black, red, silver). A 
colour sensor detects the workpieces inserted onto the 
holder module and controls the further process sequence. 

Detected workpieces are picked up by the pneumatic 
gripper and will be transported to the next free shell of the 
corresponding rack level via storage module. Each rack can 
accommodate six workpieces. 

7.2 MINI AUTOMATION LINE 
Two modular production systems are being used currently 
for testing purposes. The two systems have been connected 
together to form a a mini automation line. Workpiece is 
first loaded manually into the storage station. Then the 
workpiece is accordingly loaded or unloaded by the robot 
arm gripper from the storage station and placed on the 
output conveyor belt. The workpiece then moves into the 
conveyor belt of the processing station. The processing of 
the workpiece takes place here and is then placed onto the 
output conveyor belt of the processing station. The 
workpiece is again moved to the storage station through the 
conveyor belts and hence completing the automation chain. 
This concept will be extended in future for multiple 
modular production systems. 

 

 
Figure 4 Network Architecture. 
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8 ANALYZING TIMING ISSUES IN PRODUCTION 
SYSTEMS 

The timing aspects involved in the storing or loading 
process of the storage station is described in detail below in 
various steps. The sequence of steps is based on the 
program. The timings have been calculated based on actual 
experimentation and not assumed values. At the beginning, 
the program checks if the station has ever been reset. If the 
station is not yet reset (flag Reset_OK = 0-signal) the 
program jumps to the "reset" sub module. If a work piece is 
available at the interchange (work piece holder between the 
conveyor belt and robotic arm), it is detected by the color 
sensor and put in the corresponding position on the rack. 

8.1 ALGORITHM IN DETAIL ALONG WITH TIMING 
ASPECTS: 

1. Initialization step 
 If "Reset_OK" flag and "Init_Pos" flag are set, 

continue with step 2. 
 If "Reset_OK" flag is not set and Emergency-Stop is 

not active, jump to reset path. 
 Time for hardware reset (The robot arm performs a 

linear and rotary check) = 14s 
2. Interrogation of starting condition  
 If "F_Start" flag is set, continue with step 4. (The start 

indicator light is not switched on) 
 If "F_Start" flag is not set, continue with step 3: switch 

on start indicator light.  
3. Switch on the start indicator light (sends a request 

signal) and waits for starting condition to become true. 
 ("F_Start" = 1-signal).  

4. Wait for a work piece at position P1. Time limit is not 
assumed, as in reality, t = 1 to n is possible. 

5. When work piece is placed on conveyor belt at P1: 
 Sensor S1 detects the work piece, Time < =1s 
 Actuation process starts and conveyor belt moves. 
 Work piece moves and reaches position P2 on 

conveyor belt, time = 3s at a speed of v1 m/s. 
 Sensors S2 and S3 at position P2 detect the work 

piece, Time <= 1s  
 Lever L1 pushes the work piece from position P2 to 

position P3, Time = 2 s 
x2 and x3 are the distances on either side of the work 
piece. 

Robot arm operation starts 
 Color sensor of robot arm detects work piece, time = 

2s 
 "Station Occupied" signal received. 

6. If Color type is black 
 Start movement, else jump to Step 13 

7. Operation  
 Open gripper, t < 1s 
 Extend gripper and go to fetch position, time = 2s 
 Close gripper, time = 1s 
 Load coordinates corresponding to the color, t < 1s 

8. Move the gripper and place work piece in 
corresponding rack (black = rack C). 

 Time varies between t = 5 to 10s (depends on the 
coordinate of the position to be placed such as A1 or 
B5 or C6 etc) 

 Retract gripper, t =1s 
 Close gripper, t < 1s 

9. Check if stock is full. 
 Cycle end. 

10. Wait for reset button to be pressed.  
 If the reset button (control panel) or reset button 

(remote control) is pressed, t=1 to n. 
 Set Reset_OK flag and continue with step 2. 

11. If reset is not pressed 
 Drive actors (robot arm/gripper) to initial point 
 Move to initial position, time = 3-5s 

12. If color type is red, continue with step 8, else jump to 
step 14. 
Note the differences: 

 Color sensor recognizes different color. 
 Change in coordinates and hence positions red in B. 

13. If color type is silver, continue with step 8. 
14. If stock is full, make it empty manually and 

acknowledge. 
 

                       (Courtesy: FESTO24) 
Figure 5 Modular production system block diagram. 

 
At the beginning it is checked if a movement command is 
active. Corresponding to the coordinates, the controller 
outputs are set and it waits for "motion complete" signal 
each time. 
Almost similar timing constraints are found to occur in: 
 Retrieval/unloading process of the storage station 
 One loading and unloading process of the storage 

station 
 Drilling operation of the processing station. 
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9 PRESENT WORK 

The presently ongoing work in this area aims to develop a 
robust and self organizing architecture for sensor networks 
for the process monitoring domain. The development 
process should allow the modular development of such 
systems, a seamless integration of further sensor nodes and 
follow a programming paradigm that we call `a single 
system illusion’. The development of distributed real-time 
systems would become as easy as developing an embedded 
system consisting of one node. Hence, timing needs to be 
integrated into the modelling languages and the code 
generation would be automated. Furthermore, we need to 
abstract from the potentially heterogeneous network to 
provide total flexibility. 
Once developed, in order to demonstrate the 
implementability, a production line consisting of various 
components is planned. The results will be used to 
optimize the manufacturing process, say for example, for 
tyres and reflow soldering plants. 

10  IMPLEMENTATION 

The autonomous self organizing sensor network setup 
would finally be linked to different modular production 
systems stations which are connected together to form an 
assembly line. This concept when developed would be 
used by various partners who participate in this work. For 
example, some plan to use the system for their production 
lines for soldering installation machines, others would use 
this system in their factories, and a service provider for 
nuclear plants are likely to implement this in a system 
treating nuclear garbage. 

11  INTERFACING MOBILE ROBOTS 

The design aspects and methods planned to develop the 
proposed Embedded system based Control for Networking 
mobile Robots (ECNR) is described in this section. The 
ECNR can aptly be an extension of the present work as an 
application. The Autonomous Wireless Sensor Network 
setup along with the Modular Production Systems will be 
linked to the Mobile Robot finally. The mobile robot will 
effectively pick the object from one of the Production 
Units and place it in the other unit. The interfacing of 
Mobile robots to the Wireless Sensor Network as well as 
the Production systems are elaborated here. Also discussed 
are the various Design Aspects which includes Hardware 
Setup, Embedded system based Control for Mobile robots 
and a suitable Software Architecture.  An overview on the 
Vision Unit, Vision algorithms, Robot Kinematics and the 
Development Methodology are briefly described. 

11.1  MOBILE ROBOT DESCRIPTION 
Embedded Controller is the brain of the production system 
and is responsible for all actions. According to the function 
planning, the system hardware constitutes the following 
basic elements such as sensors, processor, controller, 
actuators, communication (user interface) and power 

supply. Processor unit is responsible for processing the 
signal received from other modules and to send proper 
error signals back to them.  Figure 6 shows the block 
representation of a mobile robot.  
 

 
 

Figure 6 Block representation of a mobile robot. 

Motor stepper driver (controller) magnifies the pulse width 
modulation from the processor to drive the motors. Sensors 
viz., proximity, colour, tactile, force and vision sensor etc 
are commonly used to sense the various signals and send 
them to the processor.  The core of control system is either 
a DSP processor or microcontroller.  

11.2  EMBEDDED CONTROL FOR A NETWORKED  
 ROBOT 

Embedded control configuration for a networked mobile 
robot is shown in Figure 7. It is configured around a server 
with a backup in order to provide the required fail-safe 
functioning during critical operations. 
 

 

Figure 7 Embedded system based control schematic  
for networked mobile robot. 
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The server basically takes the load off the individual robots 
and all the main functions are deposited and controlled 
from the main server while the backup functions as 
redundant or hot-standby.  The configuration and various 
elements are described in the paragraph above 

11.3  CHOICE OF MOBILE ROBOTS 
Some of the known mobile robots, viz., E-Puck and 
Amigobots provide necessary knowledge on motion 
planning and control strategies and are suitable for usage in 
development of an ECNR. The E-Puck mobile robot is 
preferred because of its miniature size and availability of 
multiple sensors and actuators matching the requirements 
of ECNR.  While the Amigobot is expensive, it has the 
range capability for indoor as well as outdoor operations 
and has a built-in wireless module. 

11.4  SOFTWARE ARCHITECTURE OF  
 THE EMBEDDED SYSTEM 

Typical software system architecture of an ECNR is shown 
in Figure 8.  
 

 

Figure 8 Software system architecture. 
 
The drive layer interfaces the hardware and task layer.  The 
hardware layer consists of various sensors for detecting the 
environment, path constraints, motion, speed etc. Gyro 
sensor gives the orientation and the CMOS image sensor 
provides the vision capability that is basic to mobile robots. 
The sensor information is processed by the various 
modules of the task layer, viz., in motion planning, rule 
based decisions and generating the correction/commands 
for communication to the motor control.  

11.5  VISION UNIT 
Vision being the complex of all the sensors, a brief 
description on the typical features is discussed in this 
section.  This unit consists of a CMOS image sensor, dual-
port RAM and necessary real-time features for 
communication with DSP. The sensor will have a normal 
sampling rate of 30-50 frames per second.  This sensor has 
features for implementing the white equilibrium, exposure 

control, saturation and tonality control. The image captured 
and stored in the RAM is used by the DSP during every 
sampling period.  The processing involves reading of a 
static image at the target position and processing. Thus the 
system can make a judgment through the sampled data of 
several lines. Since the memory requirement for image 
storage is not very large, a high speed dual-port RAM is 
adapted. 

11.6  VISUAL ALGORITHM 
CMOS Image sensor provides RGB data. The hefts of 
RGB own a strong relation amongst each other and makes 
it difficult to process. HSI model is used for the object 
identification algorithm. It separates the intensity data from 
the colour information. Considering the system storage 
capacity associated with such operations, an evenly 
distributed line sampling detection needs to be 
implemented. The result is expected to give definite 
information about the block’s position and its rotation 
angle in the horizontal direction. HSI model uses H heft as 
the main partition parameter. The basic image processing 
algorithm to obtain HSI parameters from RGB input are 
shown below. 
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           (3) 

The processing algorithm should be simple enough to 
occupy less memory and fast enough but at the same time, 
capture the image features within the real time period. 

12  ROBOT KINEMATICS 

Robots movement involves both kinematics as well as 
dynamics.  While details on these are considered out of 
scope of this paper, a small brief is provided here.  
Robot movement consists of translation as well as rotation 
and these have to be calculated with reference to a fixed 
reference coordinate system in order to estimate the 
movement of every single robot.  In a robot, each link and 
parent joint form their own local coordinate system.  
Rotation, translation and other transforms can be 
performed through matrix multiplication as depicted 
below. 
Translation (D): 

                           

1 0 0

0 1 0

0 0 1

0 0 0 1

X

Y

Z

T

T

T

 
 
 
 
 
 

                          (4) 
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Rotation about x (Rx), y (Ry), and z (Rz) axes: 

1 0 0 0 0 sin 0 0 0

0 0 0 1 0 0 0 0

0 0 0 cos 0 0 0 1 0

0 0 0 1 0 0 0 1 0 0 0 1

cos cos sin

cos sin sin cos

sin cos sin

   

   

   







   
   
   
   
   
     

(5) 

12.1  LOCOMOTION OF WHEELED ROBOTS 
The locomotion of wheeled robots may be carried out in 
any of the following four standard methods: 

 Differential drive, eg – Pioneer 2-DX 

 Car drive (Ackermann steering) 

 Synchronous drive, eg – B21 

 Mecanum wheels, eg – XR 4000 

12.2  POSITION ESTIMATION 
The position estimation can be carried out by the ‘Dead 
Reckoning’ method as explained in Figure 9. 

                         

r l

d


  
                                   (6) 

                    
2

r l
s

  
                                    (7) 

 

Figure 9 Position estimation using dead reckoning method. 

13  CONCLUSION 

This work when implemented can provide an easier access 
to parameter acquisition and monitoring in production 
environments; It would help to increase productivity and 
reliability and reduce energy consumption. The goal is to 
obtain multifunctional sensor networks for process data 
monitoring which should be achieved.  Web service based 
network infrastructure would be developed with sensor 
networks having self organization capability and tool 
support providing modeling and integration capability for 
developing various industrial applications.  
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ABSTRACT 

 

This paper proposes a set of techniques for predictive collision avoidance which ensure robust 
operation of robot applications. Implementation issues for applying the techniques to current 
state-of-art robots are presented, including integration with manual and automatic operation 
modes. Simulation results are also presented. 
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1 INTRODUCTION 

Collision detection, also known as interference detection or 
contact determination, is a fundamental tool in computer 
games and animation, physical simulation robotics and 
computer-aided design and manufacturing (CAD/CAM). In 
these applications, solid bodies are not allowed to penetrate 
each other; here, collision detection automatically reports a 
geometric contact when it is about to occur or has already 
occurred. 
This problem has been widely studied, and there are many 
algorithms available for collision detection: from general 
algorithms dealing with arbitrary polygonal meshes with no 
particular structure (polygon soups), and particular 
algorithms, which exploit properties such as convexity or 
temporal coherence for faster queries. 
Usually, the concept of collision detection encompasses the 
following elements: 

 proximity detection, which refers to the minimum 
distance between two solid bodies; 

 collision detection, which detects whether two 
solid bodies touch each other; 

 collision response, which computes the changes in 
motion of the solid bodies after a collision. 

 

Contact author: Alexandru Dumitrache1, Theodor Borangiu2 
1E-mail: alexandru.dumitrache@cimr.pu.ro 
2E-mail: theodor.borangiu@cimr.pub.ro 

 

 
 
In 3D Computer Aided Design (CAD) applications, the 
following queries are usually performed: 

 clash (intersection) detection: checking whether 
two solid bodies intersect each other; 

 tolerance verification: detecting whether two 
objects are closer than a given tolerance; 

 distance computation: computing the minimum 
distance between two objects. 

Traditionally collision detection (CD) was discrete: it only 
tested overlapping between two static instances of moving 
objects; however, CD routines might ignore collisions 
between two fast moving objects (e.g., they may not notice 
a bullet passing through a narrow wall). In contrast, 
continuous collision detection techniques (CCD) are 
guaranteed to find the collision which has occurred 
between two given static instances of the 3D scene, 
although they require more processing power than CD. 
Recent research efforts concentrate on optimizing 
continuous collision detection, and also on applying it to 
deformable objects, which is useful for more realistic 
simulations. [1,2,3]. 
Two older surveys are available in [4] and [5]; however, 
they only present non-continuous collision detection 
methods. 
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2 CASE STUDY: REVERSE ENGINEERING 
PLATFORM 

Collision avoidance techniques were studied in the context 
of a reverse engineering platform (Figure 1 and 2), which 
integrates: 

 a short range laser scanning sensor; 

 a 6-DOF vertical robot arm, which sweeps the 
laser sensor around the scanned part; 

 a rotary table (1-DOF), which holds the scanned 
part; 

 a 4-axis CNC, able to create 3D parts from raw 
stock. 

Figure 1 Overview of the reverse engineering platform. 

 

Figure 2 The 3D scanning system overview. 

The scanned part can be placed on the rotary table; 
therefore the scanning system is a redundant mechanism 
with 7 degrees of freedom (DOF). The extra DOF is used 
for optimal planning the motion of the rotary table, 
satisfying the following criteria: 

 ensure a smooth motion of the rotary table, in 
order to allow the part to be placed without any 
special fixture requirements; 

 avoid singular configurations in the robot arm, 
which would cause high joint speeds, low 
accuracy in scanning and unexpected end-effector 
movements; 

 avoid collisions between the following elements: 

o laser probe with robot arm itself (Figure 3); 

o robot arm and laser probe, with rotary table; 

o robot arm and laser probe, with the scanned 
part; 

o robot arm and CNC milling machine. 

 minimize scanning time. 

    

Figure 3 Possible collision between laser sensor  
and robot body. 

In this scenario, collision detection is required at the motion 
planning stage, in order to make sure the robot motion, 
which is computed automatically by a planner, does not 
collide with any of the objects in the robot environment. 
The motion planning can be performed either offline, for 
relatively short motions, or in real time if the motion is 
longer and planning would take several seconds to 
compute. 
Real-time collision detection can be also employed during 
the use of the laser scanning system. In this way, the 
collision detection engine acts as an extra layer of 
protection, preventing accidental damage from erroneous 
user input or even from a programming mistake in the 
scanning strategy. 
Finally, the CAM software component, which converts a 
3D surface model into a set of CNC milling toolpaths, has 
to compute collision-free safe toolpaths, without the risk of 
damaging the milling cutter or the clamping fixtures. Since 
NC paths are generated as a series of 2D steps, collision 
avoidance is integrated into the toolpath generator without 
explicitly making queries of 3D rigid body intersections. 
An algorithm for generating collision-free milling paths 
with tool engagement control for arbitrarily complex raw 
stock and part geometry was proposed in [6]. 
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3 COLLISION DETECTION FOR ROBUST 
OPERATION 

The 3D scanning module can be operated in two modes, 
which are not specific to this particular application, but 
employed in virtually all robotic tasks: 

 From the robot’s manual control pendant (MCP); 

 In automatic mode, where scanning trajectories are 
generated by the robot control software. 

In manual mode, the robot is usually moving at low speeds 
and the user is assumed to be careful not to cause 
collisions. However, a robust user interface shouldn’t rely 
on correct user input; it should not allow the user to 
produce damage to the system no matter what the user 
input might be. 
In automatic mode, the robot moves along parameterized 
scanning patterns (Figure 4), which also depend either on 
the user input, who may specify approximate part size, 
number of passes or scanning speed, or may rely on 
autodetection. However, users may make mistakes, and 
autodetection may produce incorrect results. It is difficult to 
predict when a certain combination of scanning parameters 
will lead to a collision or not; therefore, even after checking 
that all the parameters retrieved from user input are in the 
correct range, there is still possible that the scanning 
parameters may make the robot collide with the nearby 
equipment. 

 

Figure 4 Predefined scanning patterns: grid, cylindrical  
and spherical. 

The robot controller supports very limited collision 
detection primitives, and only checks the end-effector point 
against maximum 4 obstacles, which can have one of the 
following shapes: axis-aligned box (AABB), cylinder, 
sphere or frustum [7]. These obstacles can only be specified 
in a robot configuration program, and cannot be changed 
while a user application is running on a robot. 
These limitations make it very difficult to define obstacles 
which enclose tightly the robot, sensor and table in order to 
provide robust operation with respect to collisions. 
 

3.1 COLLISION DETECTION DURING MANUAL 
OPERATION 

The proposed protection scheme is to have a dedicated task 
for real-time collision checking during robot operation. The 
protection task runs on the PC, continuously monitoring the 
robot position and velocity. 

In manual mode, no user program is allowed to move the 
robot or change its speed, due to internal protection 
mechanisms implemented in the robot controller. 
When the robot is heading to a colliding situation, the only 
actions that could be taken from a user program are: 

 Give visual feedback on the MCP; 

 Give audible feedback to the user; 

 Assert the emergency stop signal (only in extreme 
cases). 

The first option is useless if the user is not looking at the 
MCP, which is the most likely situation. The second option 
uses the control pendant’s internal speaker to emit warning 
beeps, which change in intensity as the robot approaches an 
obstacle. If a collision is imminent, the only action allowed 
by the robot controller is to assert the emergency stop 
signal. An overview of the protection scheme is given in 
Figure 5. 

 

Figure 5 Protection scheme for collision-free  
manual mode operation. 

A more useful approach would have been to automatically 
reduce the robot speed when a collision is imminent; 
however, in order to implement this behavior, safety 
mechanisms from the robot controller would have to be 
bypassed. 
Warnings should be given only when two possibly 
colliding bodies become closer. When the user moves the 
robot away from the colliding situation, no warning should 
be given. To implement this, the protection module should 
know also in which direction the robot is moving. User 
programs do not have access to the buttons pressed on the 
control pendant; this information is accessible only inside 
the MCP. However, in manual mode it is relatively easy to 
predict the robot motion with good accuracy, since the 
robot can be moved in a single direction at a time. The 
possible directions are: 

 Cartesian translation (any direction in 3D space); 

 End-effector rotation (around any fixed axis); 
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 Joint motion (rotate only one robot joint at a time). 

Therefore, a predictive collision detection mechanism can 
be implemented, as illustrated in the example from Figure 
6. The predictor has to detect the type of motion: 

 A joint interpolated motion 

 A Cartesian motion (translation and/or rotation) 

 

Figure 6 Prediction of a joint-interpolated robot motion  
in a virtual workspace. 

A model for describing and predicting joint-interpolated 
motions is given by: 

( 1) ( ) , 1,t t
i i iJ J s j i n      (1)

where the robot has n  independent joints, ( )t
iJ  is the 

absolute position of thi joint at time t , ij  are weights 

which represent the relative speed of the thi joint and s is 
the speed factor. This model represents general joint 
interpolated motions; however, in manual mode, only one 
joint is moving at a time. However, due to vibrations, all 
the joints will appear to be moving, but only one of them 
with a significant amount (let's say joint number k  ). 
Mathematically, | | | |,k ij j i k    for a fixed k . 

However, this does not have any significant negative 
effects in the prediction process. 

Therefore, the model parameters are [ ], 1,ij i n  . These 

parameters remain constant throughout the motion and can 
be identified by nonlinear minimization. In contrast, s  may 
change freely throughout the motion due to acceleration 
and deceleration. 
Cartesian motions are described by linear interpolation in 
X , Y  and Z , and spherical linear interpolations (slerp) in 

orientation. Therefore, the rotation axis remains constant 
throughout the Cartesian motion. A model for predicting 
linear motions in Cartesian space, where the end-effector is 
allowed to change its orientation, is: 

( 1) ( )t tX X s x    (2)
( 1) ( )t tY Y s y     (3)

( 1) ( )t tZ Z s z     (4)
( 1) ( )t t s       (5)
( ) ( ) (0)

[ , , ]( )·t t
rx ry rzR R R   (6)

where ( , , , )X Y Z R  is the Cartesian end-effector position 

and orientation ( R  is a 3 3  rotation matrix), (0)R  is the 

initial end-effector orientation (at 0t  ), and  , ,rx ry rz  is 

the rotation axis throughout the motion, which is constant. 
The notation [ ]( )axis angleR  is a rotation matrix specified 

by its axis and angle. 
The model parameters, which remain constant throughout 
the motion, are [ , , , , , , ]x y z rx ry rz    . These parameters 

remain constant throughout the motion and can be 
identified by nonlinear minimization. 
The decision for the motion type (Joint or Cartesian) is 
taken by trying to fit both models and select the one which 
gives lower residuals.  
Transformations between Cartesian and Joint spaces are 
given by direct and inverse kinematics functions. 

3.2 COLLISION DETECTION DURING AUTOMATIC 
OPERATION 

Even if the trajectory planner is programmed to generate 
collision-free paths, nobody can be sure that there are no 
programming mistakes in the robot application software. In 
semi-automatic modes, where the robot moves between 
points taught by the user, trajectory planning is performed 
solely on the robot controller, which does not check for 
collisions; however, collision checking can be done before 
sending a motion instruction to the robot. Of course, this 
assumes the robot program runs from the PC terminal. 
The collision detection mechanism described in this section 
is designed to be as general as possible, in order to be 
useful regardless of the particular robot application. The 
implementation is a watchdog task, which analyzes the 
subsequent motion transparently, while the program is 
running. If a collision becomes imminent, the following 
actions can be taken:  

 User feedback (visual or auditive) 

 Gradually reduce monitor speed (this can be done 
even while another program is running) 

 Trigger the emergency stop (only in extreme 
cases) 

In automatic operation, only one program is normally 
allowed to move the robot. However, there may be 
additional program tasks which can watch the robot motion, 
i.e. read the current position within a loop, and also retrieve 
the destination of the current motion. Therefore, the 
watchdog task knows in advance the robot trajectory, and 
no prediction is necessary. A schematic view of the 
protection scheme for automatic operation is given in 
Figure 7. 
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Figure 7 Protection scheme for collision-free  
automatic operation, 

3.2.1 Experimental results 

Robot position query can be performed from PC terminal 
every 32 milliseconds via Ethernet. A major cycle of the 
robot controller has 16 milliseconds. However, when 
network delays occur, the PC would not have the 
possibility to slow down the robot quickly enough. 
Therefore, a protection mechanism has been employed: if 
the time since last message received from the watchdog is 
higher than normal, the monitor speed on robot decreases 
gradually, even until a full stop if network delays are very 
high. However, this method is not yet reliable for high 
speed operations. 

4 COLLISION DETECTION FOR PATH PLANNING 

A heuristic planning algorithm for the robot arm and rotary 
table was presented in [8]. The 7-DOF mechanism (robot + 
rotary table) is redundant; this redundancy can be exploited 
to satisfy additional constraints. The angle of the rotary 
table, R , may be chosen freely; once this angle is fixed, 

the remaining 6-DOF can be uniquely chosen from the 
possible inverse kinematics solutions. 
The algorithm provides support for additional constraints 
specified as real-valued functions if , with 0 1f  , 

which evaluate any static robot pose, with the following 
meaning: 
 

 0if  : the constraint is not satisfied 

 1if  : the constraint is fully satisfied 

 0 1if  : the constraint is only partly satisfied 

If there are many constraints, their functions can be 
multiplied, resulting a metric for evaluating any static robot 
configuration, with the same interpretation of values: 

1

m

i
i

f f


   (7)

where m  is the number of constraints. 

If only one constraint is not satisfied ( 0if  ), the specific 

robot configuration is avoided, since 0f  .  

A set of constraints which keeps the robot away from its 
joint limits, ensuring a natural configuration, is: 

min
*

max min
( ) sin ·

j

j j
j j

j j

f


 

 
 

  
  

    
  (8)

where 1 6j   is the joint number. 

Static constraints can be represented graphically as gray 
level configuration maps. An example is given in Figure 8 
and 9, where the two dimensions of the map are the rotary 
angle R  and the discrete time t . The planner attempts to 

find a path from a start configuration (leftmost column in 
the map) to a final configuration (rightmost column in the 
map) which, while obeying all the constraints at least 
partly, has to be as smooth at possible and also have to 
obey the maximum angular speed and acceleration values 
for the rotary table. The robot motion is not constrained 
explicitly, but high speeds in robot motions can be avoided 
by adding static constraints which do not allow the robot to 
reach singular configurations in the kinematical chain. 
 

 

Figure 8 Grayscale configuration map for static constraints. 

 

 

Figure 9 Cylindrical view of the configuration map. 
 

 

Figure 10 Geometric models of the 3D scanning  
system components. 
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Figure 11 3D models for robot and laser probe: accurate 
(for rendering), convex and intermediate oriented boxes 

(for fast collision detection) 
 
Dynamic constraints for the rotary table are specified using 
scalar weights for angular speed and acceleration, ak  and 

k . The heuristic algorithm, called Ray Shooting, attempts 

to try various constant-acceleration paths (rays) and 
selecting the one which has the lowest cost, at every time 
step. This strategy ensures low variations in the angular 
speed of the rotary table, which allows scanned parts to sit 
on the table without any additional fixture. The planning 
algorithm also attempts to reduce scanning time, energy 
consumption and increased scanning accuracy by avoiding 
near-singular configurations. 
A constraint suitable for avoiding collision detection 
depends on the minimal distance between two rigid bodies, 

mind . If mind  is less than a threshold low
mind , the constraint is 

not satisfied, and this configuration is forbidden (the 
planner will never drive the robot through this 

configuration). If mind  is higher than high
mind , the constraint 

is fully satisfied: 
 

0,

( ) ·

1,

C

low
min min

low
min min

C min high low
min min

high
min min

d d

d d
f d sin

d d

d d





 

        
 

  (9)

 
The exponent C  controls the constraint intensity for mind  

between [ ... ]low high
min mind d : higher values rejects values closer 

to low
mind , while lower values are more permissive. 

Of course, two successive bodies in the kinematical chain 
should not be tested for collisions, since they are always 
touching each other.  

The parameters low
mind  and high

mind  can be chosen the same for 

every pair of possibly colliding bodies, or can be adjusted 
for each pair. For example, the distance between the laser 

sensor and 4th  robot link is by design 10 millimeters, so 

there's no point in setting a higher value for high
mind . 

However, if one has to keep the distance between the laser 
sensor and the rotary table at least 20 mm, and preferably 

50 mm, then low
mind  and high

mind  should be set to 20 and 50 

respectively. 

5 IMPLEMENTATION ISSUES 

The elements involved in collision detection are geometric 
models of their physical counterpart (Figure 10). For the 
robot arm, the meshes are imported from the CAD files. 
The rotary table has a very simple mechanical structure, 
and can be modeled as a stack of two cylinders. The laser 
sensor did not come with a 3D CAD file, but its shape was 
easily reconstructed from its dimensions, since it did not 
have a complex shape. 
Other surrounding objects in the robot space can be 
digitized with the laser scanner itself. These objects include 
the CNC milling machine, the working table mounted near 
the robot arm and the mechanical parts placed on the table. 
State-of-art collision detection algorithms are able to 
exploit the convexity of the geometries in order to reduce 
computation time and provide smooth real-time operation. 
Figure 11 shows the difference between the complete 3D 
robot model (left) and the one composed from the convex 
hulls of each segment (right). The number of triangles in 
each complete (and concave) mesh is 5000; the convex 
hulls have between 350 and 1200 faces. From a visual point 
of view, the meshes are not suitable from rendering, but 
would give satisfactory results for collision detection even 
without the full meshes. 
A protective convex hull, which completely encloses the 
underlying geometry and provides a safety margin around 
each link, was proposed in [9]. This also has the additional 
advantage that the triangle mesh can be simplified even 
more, for further speed increase. Convex hull and mesh 
simplification were performed with the open source tool 
MeshLab [10]. 
Fast implementations use preliminary tests with simple 
geometric primitives, e.g. bounding spheres (which are 
easiest to check) and bounding boxes (which may 
approximate the true shape better). Bounding boxes can be 
aligned with the World axes (AABB - Axis Aligned 
Bounding Box) or can have arbitrary orientation (OBB - 
Oriented Bounding Box), e.g. the one which minimizes the 
box volume. For articulated bodies, a hybrid approach can 
be used: the AABB is computed for each segment at the 
beginning of the simulation; then, while the articulated 
body moves, the AABBs are reoriented using the 
trasformation matrix for each link (Figure 11, right). In  this 
way, only the box corners have to be transformed during 
the articulated motion. For pure AABB and OBB models, 
the bounding box would have to be computed at every step 
from a much larger data set, which would limit the 
usefulness of the bounding boxes. 
Bounding boxes alone are not suitable for collision 
detection, since they may give many false positives. 
However, it is also possible to approximate a shape using 
hierarchies of AABBs, OBBs or bounding spheres. 

5.1 SOFTWARE IMPLEMENTATIONS OF 
COLLISION DETECTION 

There are two main classes of publicly available libraries 
which implement collision detection:  
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 rigid body dynamics simulators, used for computer 
games; 

 standalone libraries for collision and proximity 
queries. 

5.1.1 Rigid body dynamics simulation packages 

There are numerous rigid body dynamics simulators which 
implement state-of-art collision detection algorithms. They 
may be used for collision queries alone; however, with a 
possible computational overhead; if this represents an issue, 
a dedicated library should be used. 
Rigid body engines available under proprietary licenses 
include NVidia Physx (formerly known as AGEIA and 
Novodex), Intel HAVOK, Newton Game Dynamics and 
True Axis. There are also engines available under public 
licenses, such as BSD, ZLib and GPL, including Open 
Dynamics Engine (ODE), Bullet, JigLib and Tokamak. 
Most of the above engines can be wrapped in a unified 
abstraction system, like PAL, OPAL and GangstaWrapper. 
A comparative test among engines supported by PAL may 
be found in [11]. 

5.1.2 Libraries for discrete collision queries 

The following libraries are limited to convex polyhedra: 

 GJK - Gilbert, Johnson and Keerthi distance 
routine; runs in expected constant time [12]; used 
in Bullet Physics; 

 I-COLLIDE: exact collision detection for large 
environments [13]; uses Lin-Canny Closest 
Features, and is implemented in used in “Impulse” 
rigid body simulator [14]; 

 SWIFT: supports also bodies composed of convex 
pieces. Queries: clash, distance and contact 
determination [15]; 

The following libraries can handle non-convex polyhedra, 
also known as polygon soups: 

 RAPID: uses OBBTree, a hierarchy of OBBs [16]; 

 PQP: intersection, distance and tolerance 
verification [17]; 

 V-COLLIDE: works with a large number of 
objects; uses 3 tests: n-body, hierarchical OBB and 
exact. [18]. 

 SWIFT++: for arbitrary polyhedral models. 
Queries: clash, tolerance, distance and contact 
determination [19]. 

 V-CLIP: Voronoi Clip algorithm; similar to Lin-
Canny, with less complexity and improved 
robustness [20]. 

 OPCODE: memory-optimized AABB-tree [21] 

 GIMPACT: implemented in ODE and Bullet 
simulators. 

5.1.3 Libraries for continuous collision detection (CCD) 

 FAST: CCD for general, rigid polyhedra [22]; 

 CATCH: CCD for articulated models [23]; uses 
FAST for solid body CCD and SWIFT++ for 
distance queries. 

A proof-of-concept implementation of robot collision 
detection was implemented using Open Dynamics Engine 
as a wrapper for collision detection, which uses OPCODE 
and GIMPACT libraries. The simulation is based on the 
framework presented in [24], and it was implemented in 
Python, using PyODE for low-level ODE calls and cgkit 
(Python Computer Graphics Kit) for importing triangular 
meshes. 

6 CONCLUSION 

The paper presented practical considerations about 
implementing a predictive collision detection routine, 
which improves robustness of existing robotic applications. 
A watchdog task runs on a PC workstation, continuously 
monitoring the robot motion, while having also knowledge 
of geometries of robot arm and nearby equipment. The 
watchdog intercepts the robot motion without disturbing 
the application program, using a prediction scheme when 
necessary. Collision detection queries for the entire scene 
run in 10 milliseconds on a Core2Duo CPU, therefore the 
bottleneck is the communication layer between the PC and 
robot. Future work will improve robustness and generality 
for high-speed robot applications. 
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Figure 1  Simple chart. 
 

Table VII - Experimental values 
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